intel.

Intel® Server System
M50CYP2UR Family

System Integration and Service Guide

A guide providing instructions for the insertion and
extraction of system components and available
Intel accessories and spares

Rev. 1.3
September 2021

Delivering Breakthrough Data Center System Innovation — Experience What's Inside!



<This page intentionally left blank>



Intel® Server System M50CYP2UR Family System Integration and Service Guide

Document Revision History

Date Revision Changes

May 2021 1.0 Initial production release

e Updated Air Duct Figures 5, 6, 7, 29,30,31,112,113,114

e Minor edits throughout for clarity

e Table 1, “Reference Documents and Support Collaterals”. Updated Table

e Section 2.5, “Memory Module Installation” and Section 6.5, “Memory Module

September 2021 1.3 Replacement”. Updated the “Required Tools and Supplies” and added “Procedure
Prerequisites”

e Appendix H, “Safety Instructions”. Added two languages

June 2021 1.2



Intel® Server System M50CYP2UR Family System Integration and Service Guide
Disclaimers

Intel technologies’ features and benefits depend on system configuration and may require enabled hardware, software, or service
activation. Performance varies depending on system configuration. No computer system can be absolutely secure. Check with your
system manufacturer or retailer or learn more at intel.com.

You may not use or facilitate the use of this document in connection with any infringement or other legal analysis concerning Intel
products described herein. You agree to grant Intel a non-exclusive, royalty-free license to any patent claim thereafter drafted which
includes subject matter disclosed herein.

No license (express or implied, by estoppel or otherwise) to any intellectual property rights is granted by this document.

The products described may contain design defects or errors known as errata which may cause the product to deviate from
published specifications. Current characterized errata are available on request.

Intel disclaims all express and implied warranties, including without limitation, the implied warranties of merchantability, fitness
for a particular purpose, and non-infringement, as well as any warranty arising from course of performance, course of dealing, or
usage in trade.

This document contains information on products, services and/or processes in development. All information provided here is subject
to change without notice. Contact your Intel representative to obtain the latest Intel product specifications.

Copies of documents which have an order number and are referenced in this document may be obtained by calling 1-800-548-4725
or by visiting www.intel.com/design/literature.htm.

Intel, the Intel logo, Xeon, and Intel Optane are trademarks of Intel Corporation or its subsidiaries in the U.S. and/or other countries.
*Other names and brands may be claimed as the property of others.

© Intel Corporation


http://www.intel.com/design/literature.htm

Intel® Server System M50CYP2UR Family System Integration and Service Guide
Safety Warnings

Heed safety instructions: Before working with your server product, whether you are using this guide or any
other resource as a reference, pay close attention to the safety instructions. You must adhere to the
assembly instructions in this guide to ensure and maintain compliance with existing product certifications
and approvals. Use only the described, regulated components specified in this guide. Use of other
products/components will void the UL listing and other regulatory approvals of the product and will most
likely result in noncompliance with product regulations in one or more regions in which the product is sold.

System power on/off: The power button DOES NOT turn off the system AC power. To remove power from
the system, you must unplug the AC power cord. Make sure the AC power cord is unplugged before you
open the chassis, add, or remove any components.

Hazardous conditions, devices and cables: Hazardous electrical conditions may be present on power,
telephone, and communication cables. Turn off the server and disconnect the power cord,
telecommunications systems, networks, and modems attached to the server before opening it. Otherwise,
personal injury or equipment damage can result.

Installing or removing jumpers: A jumper is a small plastic encased conductor that slips over two jumper
pins. Some jumpers have a small tab on top that you can grip with your fingertips or with a pair of fine needle
nosed pliers. If your jumpers do not have such a tab, take care when using needle nosed pliers to remove or
install a jumper; grip the narrow sides of the jumper with the pliers, never the wide sides. Gripping the wide
sides can damage the contacts inside the jumper, causing intermittent problems with the function controlled
by that jumper. Take care to grip with, but not squeeze, the pliers or other tool you use to remove a jumper,
or you may bend or break the pins on the board.

Electrostatic Discharge (ESD)

Electrostatic discharge can cause damage to the computer or the components within it. ESD can occur
without the user feeling a shock while working inside the system chassis or while improperly handling
electronic devices like processors, memory or other storage devices, and add-in cards.

/o

ATTENTION

OBSERVE PRECAUTIONS
FOR HANDLING

ELECTROSTATIC
SENSITIVE DEVICES

Intel recommends the following steps be taken when performing any procedures described within this
document or while performing service to any computer system.

e Where available, all system integration and/or service should be performed at a properly equipped
ESD workstation

e Wear ESD protective gear like a grounded antistatic wrist strap, sole grounders, and/or conductive
shoes

e Wear an anti-static smock or gown to cover any clothing that may generate an electrostatic charge

e Remove all jewelry

o Disconnect all power cables and cords attached to the server before performing any integration or
service

e Touch any unpainted metal surface of the chassis before performing any integration or service

e Hold all circuit boards and other electronic components by their edges only

e After removing electronic devices from the system or from their protective packaging, place them
component side up on to a grounded anti-static surface or conductive workbench pad. Do not place
electronic devices on to the outside of any protective packaging.
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Caution: Slide / Rail mounted equipment is not to be used as a shelf or a workspace

®

Intel warranties that this product will perform to its published specifications. However, all computer systems
are inherently subject to unpredictable system behavior under various environmental and other conditions.

This product is not intended to be the sole source for any critical data and the user must maintain a verified
backup. Failure to do so or to comply with other user notices in the product user guide and specification
documents may result in loss of or access to data.

Weight of the system:

e Due to the weight of a system, Intel recommends carrying the system with two people supporting the
system from the sides or using a mechanical lift or a cart when moving the system from one location
to another.

o If your system has rack handles installed, do not lift or carry the system by the rack handles

e When lifting or moving a chassis, always grasp it by all four corners. Do not grasp the chassis by two
points at opposing diagonal corners, doing so may damage the internal components.

e If you can only grasp the chassis at two different points, always grasp the chassis by the sides at the
midpoint.
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1. Introduction

The Intel® Server System M50CYP2UR family is a purpose built, storage-optimized system that delivers
power and performance at a peak efficiency in a 2U rack mount server form factor. The server system
supports up to two 3" Gen Intel® Xeon® Scalable processors, delivering high core count and new hardware-
enhanced security features. Previous generation Intel® Xeon® processor and Intel® Xeon® Scalable processor
families are not supported.

The system provides high memory bandwidth and capacity of up to 32 DDR4 DIMMs for memory intensive
workloads. The product family supports Intel® Optane™ persistent memory 200 series modules.

For details on all system features, refer to the Intel® Server System M50CYP2UR Family Technical Product
Specification. See Table 1.

See Table 1 for a list of documentation available. For the latest revision of the document, go to
https://www.intel.com/content/www/us/en/support/products/77593/server-products/server-systems.html.
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About This Document

This document provides system integrators and service technicians with instructions for the installation and
removal of system components. The document also provides available Intel accessories supported by this
server system.

The document is organized into two sections. The first section (Chapters 2 through 4) is focused on the
installation of system components and accessories into an L6 or L9 integrated server system?.

The second section (Chapters 5, 6, and appendices A-G) is focused on system service. This section provides
the service technician with valuable system information and procedures necessary to successfully identify
and replace a faulty system component.

System Integration

Chapter 2 - L6 System Integration — Essential System Components - Installation procedures for the
following system components: Processors, Memory, and Power Supply. Removal and installation of the
system top cover and air ducts are covered.

Chapter 3 - L9 System Integration - Provides detailed instructions necessary to enhance system
configurations by installing additional components and/or available accessory kits.

Chapter 4 - System Software Update and Configuration — A short overview describing the system
software stack installed on new Intel servers and where to get the latest revisions.

System Service

Chapter 5 — System Service — System Features Overview. An overview that identifies and locates the
features associated with the Intel® Server System M50CYP2U family.

Chapter 6 — System Service and FRU Replacement. Provides installation procedures for system field
replaceable units (FRUs).

Appendix A — Getting Help. Provides server system support and contact information.
Appendix B - Internal Cable Routing Channels. Provides cable routing guidance.

Appendix C — General Memory Population Rules. Provides a summary of general memory population
rules.

Appendix D — System Status LED Operating States and Definition. Provides system status LED
operating states and definition.

Appendix E - POST Code Diagnostic LED Decoder. Lists of Diagnostic LED codes.

Appendix F — POST Code Errors. List of POST code errors that represent specific failures, warnings, or
information.

Appendix G — System Packaging Assembly Instructions. Provides detailed instructions to repack
the server system into the original Intel packaging.

1T An L6 integrated system requires essential components to be installed to make it power-on ready. An L9
integrated system is power-on ready but may require additional options and/or accessories to be installed to
enable specific system features.
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1.1

For additional information, see the product support collaterals specified in the following table. The following
webpage provides support information for the M50CYP family:
https://www.intel.com/content/www/us/en/support/products/200321.html

Reference Documents and Support Collaterals

Table 1. Intel® Server M50CYP Family Reference Documents and Support Collaterals

Topic

Document Title or Support Collateral

Document
Classification

System integration instructions

Intel® Server System M50CYP2UR Family System Integration and Service

and service guidance Guide Public
System integration instructions Intel® Server System M50CYP1UR Family System Integration and Service Public
and service guidance Guide
Techr.uce}l system-level Intel® Server System M50CYP2UR Family Technical Product Specification Public
description
Techr?lcz.ﬂ system-level Intel® Server System M50CYP1UR Family Technical Product Specification Public
description
Technical board-level description | Intel® Server Board M50CYP2SB Family Technical Product Specification Public
Server confllgtfr'atlon guidance Intel® Server M50CYP Family Configuration Guide Public
and compatibility
. Intel® Integrated Baseboard Management Controller Web Console
Information on the Integrated . .
BMC Web Console (Integrated BMC Web Console) User Guide Public
For the Intel® Server Board D50TNP and M50CYP Families
BIOS technical information on BIOS Firmware External Product Specification (EPS) Intel
Intel® Server M50CYP Family For the Intel® Server Board D50TNP and M50CYP Families Confidential
BIOS setup information on Intel® BIOS Setup Utility User Guide Public
Server M50CYP Family For the Intel® Server Board D50TNP and M50CYP Families
BMC technical information on g;‘:g;ctsgoiaseboard Management Controller Firmware External Product Intel
Intel” Server M50CYP Family For the Intel® Server System D50TNP and M50CYP Families Confidential
Base specifications for the IPMI Intelligent Platform Management Interface Specification Second Intel
architecture and interfaces Generation v2.0 Confidential
Specifications for the PCle* 3.0 PCle* Base Specification, Revision 3.0 Public
architecture and interfaces http://www.pcisig.com/specifications
Spec.ifications for. the PCle* 4.0 PCle* Base Specification, Revision 4.0 Public
architecture and interfaces http://www.pcisig.com/specifications
O " — . I Intel
Specification for OCP Open Compute Project* (OCP*) Specification Confidential
TPM for PC Client specifications TPM PC Client Specifications, Revision 2.0 Intel' .
Confidential
Functional specifications of 3™ 3rd Generation Intel® Xeon® Scalable Processors, Codename Ice Lake-SP
Gen Intel® Xeon® Scalable External Design Specification (EDS): Document IDs: 574451, 574942, Intel- )
processor family 575291 Confidential
Processor thermal design 3rd Generation Intel® Xeon® Scalable Processor, Codename Ice Lake-SP
specifications and and Cooper Lake-SP - Thermal and Mechanical Specifications and Design Intel_ )
recommendations Guide: Document ID 574080 Confidential
Intel® Server Systems Baseboard Management Controller (BMC) and BIOS
BIOS and BMC Security Best Security Best Practices White Paper Publi
ublic

Practices

https://www.intel.com/content/www/us/en/support/articles/000055785/s
erver-products.html
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Topic

Document Title or Support Collateral

Document
Classification

Managing an Intel Server

Managing an Intel Server System 2020
https://www.intel.com/content/www/us/en/support/articles/000057741/s

Overview Public
erver-products.html
Technical information on Intel® ° ™ . . ; . Intel
Optane™ persistent memory 200 Intel® Optane™ Persistent Memory 200 Series Operations Guide Confidential
For setup information for Intel® o ™ . . .
Optane™ persistent memory 200 Intel® Optane™ Persistent Memory Startup Guide Public
Intel® System Update Package (SUP) for Intel® Server M50CYP Family
Latest system software updates: Intel® System Firmware Update Utility (SYSFWUPDT) - Various operating Public
BIOS and Firmware system support
Intel® System Firmware Update Utility User Guide
) ) . Intel® SYSINFO Utility for Intel® Server M50CYP Family )
To obtain full system information - — - Public
Intel® System Information Utility User Guide
] Intel® SYSCFG Utility for Intel® Server M50CYP Family — Various operating
To .conﬂgure, save,.and restore system support Public
various system options - - — -
Intel® System Configuration Utility User Guide
_ Warranty Terms and Conditions
Product Warranty Information https://www.intel.com/content/www/us/en/support/services/000005886 | Public
.html
Intel® Data Center Manager (Intel® DCM) Product Brief
https://software.intel.com/content/www/us/en/develop/download/dcm- | Public
Intel® Data Center Manager (Intel® | product-brief.html
DCM) information Intel® Data Center Manager (Intel® DCM) Console User Guide
https://software.intel.com/content/www/us/en/develop/download/dcm- | Public

user-guide.html

Note: Intel Confidential documents are made available under a Non-Disclosure Agreement (NDA) with Intel
and must be ordered through your local Intel representative.
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2. Essential System Component Installation and Service

The Intel® Server System M50CYP2UR family is offered with different levels of system integration. Systems
that are not power-on ready are identified as L6 integrated systems. An L6 integrated system requires
essential components (sold separately) to be installed. If your Intel system did not come pre-installed with
any of the following components, then follow the procedures in this chapter:

e 1 (Required) processor or 2 (Optional) processors — 3™ Gen Intel® Xeon® Scalable processor family
e Memory - Up to 32 DDR4 DIMMs
o 1 (Required) or 2 (Optional) power supplies

If your Intel server system came pre-installed with all the components listed above, then skip this chapter
and go to Chapter 3 for installation procedures associated with all other system options and accessories.

Power Supply
#2

CPUO
(Required)

Power Supply
#1

CPU1
(Optional)

DDR4 DIMMs
Up to 32

CYP20240

Before You Begin

Before integration of any system components, review all the safety and ESD precautions found in the Safety
Warnings section at the beginning of this document.

System Reference

In the following procedures, all references to left, right, front, top, and bottom assume the reader is facing
the front of the server chassis.

Instruction Format

Each procedure described in this chapter follows an illustration first format. This format gives the reader the
option to follow a quicker path to component integration by first seeing an illustration of the intended
procedure. If necessary, the reader can then follow the step-by-step instructions that will accompany each
procedure.
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2.1 Chassis Component Identification

The following figure identifies the chassis components.

Riser Card Bracket
Assemblies

Power Supply
Bay 2

Power Supply
Bay 1

Front 1/O
Panel

Hot Swap

Drive Bays Chassis Base

Front Control Panel
CYP20231

Figure 1. Chassis Component Identification

2.2 System Cover Removal / Installation

The system top cover consists of two panels — one over the front half of the system and one over the back
half of the system. To maintain system thermals, both top cover panels must always be in place when the
system is operating.

Required Tools and Supplies

e Anti-static wrist strap and conductive workbench pad (recommended)
e Phillips* head screwdriver #1

2.2.1 System Cover Removal

Removal of both top cover panels is necessary when installing or replacing any system component within the
server chassis. Before removing the top cover, power down the system and unplug all peripheral devices and
the power cable(s).
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CYP20250

Figure 2. System Top Cover Panel Shipping Screws

The system ships from the factory with the front system cover and back system cover screwed to the chassis.
A total of four screws, one on each side of the front cover and one on each side of the back cover, need to be
removed to detach each top cover panel from the chassis.

Note: A non-skid surface or a stop behind the server system may be needed to prevent the server system
from sliding on the work surface.

CYP20172

Figure 3. System Top Cover Removal

For each top cover panel:

1. While pushing down on both the left and right buttons of the given top panel (see Letter A), slide the top
cover panel towards the front (front panel) or back (back panel) of the chassis (see Letter B).
2. Carefully lift the top cover panel up and away from the chassis.

Note: Each top cover panel can slide along the chassis base for 10 mm and then needs to be lifted.
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2.2.2 System Cover Installation

CYP20183

Figure 4. System Top Cover Installation
For each top cover panel:

1. Carefully align and set the top cover panel on top of the chassis. Then, slide it inwards until it locks into
place (see Letter A).

Shipping Note: When transporting the server system, Intel recommends installing the four top cover screws
before shipping.

2.3 Air Duct Removal / Installation
Required Tools and Supplies
e Anti-static wrist strap and conductive workbench pad (recommended)
The Intel® Server System M50CYP2U family has three types of air ducts. The type used depends on the
processor heat sink and add-in cards installed in the system:

e Standard air duct for processor heat sink with 2U height
e Standard air duct for processor heat sink with 1U height
e General Purpose Graphics Processing Unit (GPGPU) air duct for processor heat sink with 1U height

Note: Always operate the server system with the air duct in place. The air duct is required for proper airflow
within the server system.
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Ref #: CYPACYS!

Figure 5. Standard Air Duct for Processor Heat Sink with 2U Height

Re‘#: CYPAC41

Figure 6. Standard Air Duct for Processor Heat Sink with 1U Height

GPGPU
Air Duct

GPGPU Air Duct
Bracket 3

Figure 7. GPGPU Air Duct for Processor Heat Sink with 1U Height

For more information about the processor heat sink and compatible add-in cards, see the Intel® Server
M50CYP Family Configuration Guide and Intel® Server System M50CYP2UR Family Technical Product
Specification.
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2.3.1 Air Duct Removal

The steps for air duct removal are the same for all types of air ducts. For the GPGPU air duct, see the
following subsection before following these steps.

Figure 8. Air Duct Removal
1. Ensure all the cables are clear of the air duct area.
. Lift the front edge of the air duct slightly to separate the alignment pins from the fan cage (see Letter A).
3. Lift the back edge of the air duct to separate the alignment pins on the chassis from the holes on the

back corners of the air duct (see Letter B).
4. Lift the air duct straight up and remove it from the system.

2.3.1.1 GPGPU Air Duct Bracket Removal

The GPGPU air duct includes a bracket. The other air ducts do not contain this bracket.

Air Duct Bracket

Figure 9. GPGPU Air Duct Bracket Removal

1. Ensure all the cables are clear of the air duct bracket.
2. Loosen the blue thumb screws by turning them counterclockwise (see Letter A).
3. Lift bracket from the top part of the GPGPU air duct (see Letter B).
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2.3.2 Air Duct Installation

Ref # FCP40270

Figure 10. Air Duct Installation

1. Ensure that all cables are clear of the air duct keep out area on the base of the chassis.

Note: Cables should be routed using the cable channels shown in Appendix B.

2. Align and latch the two alignment pins to the matching holes on the back corners of the air duct

(see Letter A).

Lower the front edge of the air duct until it touches the fan cage (Letter B).

4. Ensure the alignment pins on the front edge of the air duct align and go into the holes on the top of the
fan cage.

w

2.3.2.1 GPGPU Air Duct Bracket Installation

The following additional steps apply only for systems configured with a GPGPU air duct. Once the GPGPU air
duct is installed, the bracket is installed on top of it.

Air Duct Bracket

) —

Q ,

1. Insert bracket on top of the GPGPU air duct. Push the bracket against the latches at either end of the
chassis (see Letter A).
2. Tighten the blue thumb screws by turning them clockwise (see Letter B).
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2.4 Processor Assembly and Installation

Components Required:

3 Gen Intel® Xeon® Scalable processors
Processor carrier clip

Standard 2U heat sink or standard 1U heat sink
Processor tray (comes with the processor)

Required Tools and Supplies

e Anti-static wrist strap and conductive workbench pad (recommended)
e T-30 Torx* screwdriver
e ESD Gloves

The Intel® Server System M50CYP2UR family includes two Socket-P4 LGA4189 processor sockets
compatible with the 3™ Gen Intel® Xeon® Scalable processor family.

Two types of heat sinks are supported for the Intel® Server System M50CYP2UR family: Standard 2U heat
sink and standard 1U heat sink. The type of heat sink used depends on the system configuration and its
thermal requirements. Server systems using the GPGPU air duct must use the standard 1U heat sink.

CYP42141

Standard 1U Heat Sink Standard 2U Heat Sink

Figure 12. Supported 2U Processor Heat Sinks

The Intel® Server System M50CYP2UR family includes two Socket-P4 LGA4189 processor sockets
compatible with the 3 Gen Intel® Xeon® Scalable processor family.

A processor heat sink module (PHM) assembly and processor socket assembly are necessary to install a
processor to the server board. Figure 13 identifies each component associated with the PHM and processor
socket assemblies.

Note: The following sections show the standard 2U heat sink in the figures, but the procedures described
apply to both heat sink types.
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Heat sinko—l —

. PHM
Assembly

Processor
Carrier Clip
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- Processor Socket
Assembly

N

CYP40054

Figure 13. Processor Heat Sink Module (PHM) Reference Diagram

To properly assemble the PHM and install it to the server board, the procedures described in the following
sections must be followed in the order specified. These instructions assume that all the PHM components
are new and the Thermal Interface Material (TIM) is already applied to the bottom of the heat sink.

Note: Heat sinks are shipped pre-installed with TIM type Honeywell™ PTM7000.

2.4.1 Processor Heat Sink Module (PHM) Assembly

Caution: Wear ESD gloves to prevent electrostatic damage and oxidation or foreign material on processor
package and land pads.

Note: The label on the heat sink refers to PHM installation onto the server board. It does not refer to the
PHM assembly process.
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Processor
Carrier Clip

Processor Carrier

Clip Tab
@ <K Pin 1
Indicator
Processor

Pin 1
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CYP42022

Figure 14. Installing Processor Carrier Clip onto Processor — Part 1

1. Place the processor carrier clip on top of the processor while it is still on the tray.

2. Ensure the Pin 1 indicator on the processor carrier clip is aligned with the Pin 1 indicator of the
processor.

CYP41851

Figure 15. Installing Processor Carrier Clip onto Processor — Part 2

3. Gently press down on two opposite sides at a time of the processor carrier clip until it clicks.
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DAMAGE CAUTION
HEAT SINK

TO PREVENT STRUCTURAL DAMAGE  Top VIEW
HOLD THE HEAT SINK AS SHOWN.

HEAT SINK
TOP VIEW

CYP42360
Figure 16. Removing Heat Sink from its Packaging

4. Remove the heat sink from its packaging. To avoid damage to the heat sink, grasp it by its narrower top
and bottom edges.

[== <= — 1> ==\
= —
gy —o—s— -y o vy

FRRRRRRRRRRRNRNARY

f

Wire f/ |
x4 gl ; MANANEANASSRARANANN) il

- o ,ﬁi " W

é’ E“‘ CYP41261

Figure 17. Setting the Processor Heat Sink Anti-tilt Wires to the Outward Position

5. Set the anti-tilt wires to the outward position.
6. Turn the heat sink over and place it bottom side up on a flat surface.
7. Remove the plastic protective film from the Thermal Interface Material (TIM).

29



Intel® Server System M50CYP2UR Family System Integration and Service Guide

Heat Sink

Pin 1
Indicator
(Corner cut-out)

Pin 1 ¢
Indicator CYP42370

Figure 18. Pin 1 Indicator of Processor Carrier Clip

8. Align Pin 1 indicator of processor carrier clip with the corner cut-out on the heat sink.

Note: In a standard 2U or 1U heat sink there are two cut-out corners, either can be used to align Pin 1
indicators.

9. Gently press down the heat sink onto the processor carrier clip until it clicks into place.
10. Ensure all four heat sink corners are securely latched to the carrier clip tabs.

2.4.2 Processor Installation

Caution: Do not touch the socket pins. The pins inside the processor socket are extremely sensitive. A
damaged processor socket may produce unpredictable system errors.

Protective

Figure 19. Socket Protective Cover Removal

1. Remove the protective cover by squeezing the finger grips (see Letter A) and pulling the cover up (see
Letter B).
2. Ensure the socket is free of damage or contamination before installing the PHM.

Caution: If debris is observed, blow it away gently. Do not remove it manually, such as with tweezers.
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Pin 1

Bolster Plate
Guide Pin x4

CYP42381

Figure 20. PHM Alignment with Socket Assembly

3. Align the Pin 1 indicators of the processor carrier clip and processor with the Pin 1 indicator on the
bolster plate.

Caution: Processor socket pins are delicate and bend easily. Use extreme care when placing the PHM
onto the processor socket. Do not drop it.

Bolster Plate
Guide Pin x4 &

Ref #: CYP42391

Figure 21. PHM Installation onto Server Board

4. Set all four anti-tilt wires on the heat sink to the inward position (see Letter A).
5. Holding the PHM horizontally, carefully lower it on to the bolster plate’s alignment pins (see Letter B).
6. Set all four anti-tilt wires on the heat sink to the outward position (see Letter C).
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CAUTION

DO NOT
OVER-TIGHTEN
FASTENERS

(YP42400
Figure 22. Tighten Heat Sink Fasteners

7. Tighten the heat sink fasteners using a T30 Torx* screwdriver to 8 in-lb. No specific sequence is needed
for tightening.

Important: Do not install a processor heat sink on an empty socket. Only install a socket cover on an empty
socket.

2.5 Memory Module Installation

Required Tools and Supplies
e Anti-static wrist strap and conductive workbench pad (recommended)
e Replacement equivalent memory module

Procedure Prerequisites

e Memory modules are NOT hot-swappable. The system must be powered down and unplugged from
the AC power source before replacing a faulty memory module from the system.

Only standard DDR4 DIMMs are shown in the following figures, but the steps of DDR4 DIMM installation and
replacement are the same for standard DDR4 DIMMs and Intel® Optane™ persistent memory 200 series
modules.

DDR4 DIMM and Intel® Optane™ PMem will be commonly referred to as “Memory module” in the following
instructions.

Note: See Appendix C for general memory population rules.
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2.5.1 DIMM Installation

A
a

KLP40880

Figure 23. DIMM Blank Removal

1. Remove the DIMM blank from the desired memory slot
o Open the ejection tabs at both ends of the selected memory slot to lift the DIMM blank from the slot
(see Letter A).
e Carefully remove the DIMM Blank from the system (see Letter B).

(EJ

BNPO53

Figure 24. Memory Module Installation

2. Ensure that the DIMM ejection tabs at both ends of the DIMM slot are pushed outward to the open
position (see Letter A).

3. Carefully unpack the replacement Memory module, taking care to only handle the device by its outer
edges.

4. Align the notch at the bottom edge of the Memory module with the key in the DIMM slot (see Letter B).

5. Insert the Memory module into the slot (see Letter C).
Push down on the Memory module until the ejection tabs snap into place (see Letter D).

6. Ensure that the ejection tabs are firmly in place (see Letter E).

Note: Intel® Optane™ PMem devices require additional steps to enable and configure them. Refer to the
appropriate Intel® Optane™ PMem documentation to complete the installation process.
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2.6 Power Supply Module Installation
Required Tools and Supplies

e Anti-static wrist strap and conductive workbench pad (recommended)

2.6.1 Power Supply Module Installation

CYP40330

Figure 25. Power Supply Installation

1. If present, remove the insert from the power supply bay (see Letter A).
Slide the power supply into the power supply bay until it clicks and locks in place (see Letter B).

Note: A single power supply configuration requires that the power supply bay insert be installed on the
unused bay when the system is operational.

w

(If using the second power supply) Remove the insert from the second power supply bay.
4. (If using the second power supply) Slide the power supply into the second power supply bay until it clicks
and locks in place.
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3. Optional Accessory Kit Integration and Service

This chapter provides instructions for the integration of system options and other Intel accessories. If your
integrated server system did not come pre-installed with processors, memory, or power supplies, installation
procedures for these components are in Chapter 2.

Before You Begin

Before integration of any system components, review all the safety and ESD precautions found in the Safety
Warnings section at the beginning of this document.

System Reference

In the following procedures, all references to left, right, front, top, and bottom assume the reader is facing
the front of the server chassis.

Instruction Format

Each procedure described in this chapter follows an illustration first format. This format gives the reader the
option to follow a quicker path to component integration by first seeing an illustration of the intended
procedure. If necessary, the reader can then follow the step-by-step instructions that accompany each
procedure.

Power Supply OC;F:* § 0 Adri?\'fe.f.p“.rﬁ% Area

Module

OCP* 3.0 Module Area

l—-Riser #2 -- Add-in Card Area

Riser #3 -- Add-in Card Area

System Fans
Assembly Power Supply

Module

Front USB
2.0 Port

I— o N " : B Air Duct

Front USB
3.0 Port

Hot Swap el b
Drive Bays : '

Front Control

OEM Label Ranel

Pull-Out Tab

CYP20086
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3.1 System Cover Removal / Installation

The system top cover consists of two panels — one over the front half of the system and one over the back
half of the system. To maintain system thermals, both top cover panels must always be in place when the
system is operating.

Required Tools and Supplies

e Anti-static wrist strap and conductive workbench pad (recommended)
e Phillips* head screwdriver #1

3.1.1 System Cover Removal

Removal of both top cover panels is necessary when installing or replacing any system component within the
server chassis. Before removing the top cover, power down the system and unplug all peripheral devices and
the power cable(s).

CYP20250

Figure 26. System Top Cover Panel Shipping Screws

The system ships from the factory with the front system cover and back system cover screwed to the chassis.
A total of four screws, one on each side of the front cover and one on each side of the back cover, need to be
removed to detach each top cover panel from the chassis.

Note: A non-skid surface or a stop behind the server system may be needed to prevent the server system
from sliding on the work surface.
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Figure 27. System Top Cover Removal

CYP20172

For each top cover panel:

1. While pushing down on both the left and right buttons of the given top panel (see Letter A), slide the top
cover panel towards the front (front panel) or back (back panel) of the chassis (see Letter B).
2. Carefully lift the top cover panel up and away from the chassis.

Note: Each top cover panel can slide along the chassis base for 10 mm and then needs to be lifted.

3.1.2 System Cover Installation

CYP20183

Figure 28. System Top Cover Installation

For each top cover panel:

1. Carefully align and set the top cover panel on top of the chassis. Then, slide it inwards until it locks into
place (see Letter A).

Shipping Note: When transporting the server system, Intel recommends installing the four top cover screws
before shipping.
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3.2 Air Duct Removal / Installation
Required Tools and Supplies
e Anti-static wrist strap and conductive workbench pad (recommended)
The Intel® Server System M50CYP2U family has three types of air ducts. The type used depends on the
processor heat sink and add-in cards installed in the system:

e Standard air duct for processor heat sink with 2U height
e Standard air duct for processor heat sink with 1U height
e General Purpose Graphics Processing Unit (GPGPU) air duct for processor heat sink with 1U height

Note: Always operate the server system with the air duct in place. The air duct is required for proper airflow
within the server system.

Ref #: CYP40951

Figure 29. Standard Air Duct for Processor Heat Sink with 2U Height

Ref #: CYP40941

Figure 30. Standard Air Duct for Processor Heat Sink with 1U Height
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Ref #: CYP4261

Figure 31. GPGPU Air Duct for Processor Heat Sink with 1U Height

For more information about the processor heat sink and compatible add-in cards, see the Intel® Server
M50CYP Family Configuration Guide and Intel® Server System M50CYP2UR Family Technical Product

Specification.

3.2.1 Air Duct Removal

The steps for air duct removal are the same for all types of air ducts. For the GPGPU air duct, see the
following subsection before following these steps.

Ref#: FCP40250

Figure 32. Air Duct Removal

1. Ensure all the cables are clear of the air duct.
. Lift the front edge of the air duct slightly to separate the alignment pins from the fan cage (see Letter A).
3. Lift the back edge of the air duct to separate the alignment pins on the chassis from the holes on the
back corners of the air duct (see Letter B).
4. Lift the air duct straight up and remove it from the system.
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3.2.1.1 GPGPU Air Duct Bracket Removal

The GPGPU air duct includes a bracket. The other air ducts do not contain this bracket.

Air Duct Bracket

SN

Figure 33. GPGPU Air Duct Bracket Removal

1. Ensure all the cables are clear of the air duct bracket.
2. Loosen the blue thumb screws by turning them counterclockwise (see Letter A).
3. Lift bracket from the top part of the GPGPU air duct (see Letter B).

3.2.2 Air Duct Installation

Ref # FCP40270

Figure 34. Air Duct Installation

1. Ensure that all cables are clear of the air duct keep out area on the base of the chassis.

Note: Cables should be routed using the cable channels shown in Appendix B.

2. Align and latch the two alignment pins to the matching holes on the back corners of the air duct

(see Letter A).

Lower the front edge of the air duct until it touches the fan cage (see Letter B).

4. Ensure the alignment pins on the front edge of the air duct align and go into the holes on the top of the
fan cage.

w
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3.2.2.1 GPGPU Air Duct Bracket Installation

The following steps apply only for systems configured with a GPGPU airduct. Once the GPGPU air duct is
installed, the bracket is installed on top of it.

Air Duct Bracket

Figure 35. GPGPU Air Duct Bracket Installation

1. Insert bracket on top of the GPGPU air duct. Push the bracket against the latches at either end of the
chassis (see Letter A).
2. Tighten the blue thumb screws by turning them clockwise (see Letter B).
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3.3 Riser Card Assembly / Add-in Card Assembly Installation / Removal

The Intel® Server System M50CYP2UR family supports various riser card options. Depending on the system
configuration, your system may or may not come pre-configured with riser card options installed. This
section provides assembly and installation instructions for systems that require riser card installation.

Available Riser Card options:
In the below description FH = Full Height, FL = Full Length, HL =Half Length, LP = Low Profile.
Riser Slot #1 supports the following Intel Riser Card options:

e Two PCle* slot riser card supporting (one) - FH/FL double-width slot (x16 electrical, x16 mechanical) +
(one) - FH/HL single-width slot (x16 electrical, x16 mechanical) iPC - CYP2URISER1DBL

e Three PCle* slot riser card supporting (one) - FH/FL single-width slot (x16 electrical, x16 mechanical)
+ (one) - FH/FL single-width slot (x8 electrical, x16 mechanical) + (one) - FH/HL single-width slot (x8
electrical, x8 mechanical) iPC — CYP2URISER1STD

e NVMe*riser card supporting (one) — HL or FL single-width slot (x16 electrical, x16 mechanical) +
(two) - x8 PCle* NVMe* SlimSAS* connectors, each with a re-timer. iPC - CYP2URISERTRTM

Riser Slot #2 supports the following Intel Riser Card options:

e Two PCle* slot riser card supporting (one) - FH/FL double-width slot (x16 electrical, x16 mechanical) +
(one) - FH/HL single-width slot (x16 electrical, x16 mechanical) iPC - CYP2URISER2DBL

e Three PCle* slot riser card supporting (one) - FH/FL single-width slot (x16 electrical, x16 mechanical)
+ (one) - FH/FL single-width slot (x8 electrical, x16 mechanical) + (one) FH/HL single-width slot (x8
electrical, x8 mechanical) iPC - CYP2URISER2STD

Riser Slot #3 supports the following Intel Riser Card options:

e Two PCle* slot riser card supporting (two) LP/HL single-width slots (x16 mechanical, x8 electrical)
iPC — CYP2URISER3STD

e NVMe* riser card supporting (two) — PCle* NVMe* SlimSAS* connectors with re-timers
iPC — CYPRISER3RTM

All system configurations include the mounting brackets for each supported riser card option.

CYP40370

Figure 36. Bracket for Riser Card on Riser Slot #1- Two Views
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CYP40380

CYP40390

Figure 38. Bracket for Riser Card on Riser Slot #3- Two Views

Required Tools and Supplies

e Anti-static wrist strap and conductive workbench pad (recommended)
e Phillips* head screwdriver #1

For more information about the riser card options and supported add-in cards, see the Intel® Server System
M50CYP2UR Family Technical Product Specification and Intel® Server M50CYP Family Configuration Guide.
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3.3.1 Riser Card Bracket Removal

As shown in the figures above, there are multiple types of riser card brackets included with the system. The
instructions for installation are the same for each.

Figure 39. Riser Card Bracket Removal

1. Power off the system and disconnect the power cable(s).

2. Remove the system top cover (see Section 3.1.1).

3. Remove the air duct (see Section 3.2.1).

4. |If present, disconnect all cables (internal or external) that may be attached to the riser assembly.

5. Loosen the two screw mounts on the side of the riser card bracket from the server board screws
(see Letter A).

6. Grasp the riser card bracket with both hands and carefully pull it up and away from the chassis
(see Letter B).
Note: Ensure the two key slots on the riser card bracket detach from the mounting keys on the chassis
back panel (see orange lines in the figure).

7. Reconnect cables (internal or external) to the riser assembly, if needed.

8. Reinstall the air duct (see Section 3.2.2).

9. Reinstall the system top cover (see Section 3.1.2).
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3.3.2 Riser Card Installation

The following installation instructions for riser card to bracket are the same for all included riser card
brackets and supported riser card options.

Figure 40. Riser Card Installation on the Bracket

1. Align and mount the riser card to the riser card bracket using the mounting holes as shown with the blue

lines in the figure.
2. Using the fastener screws, secure the riser card to the riser card bracket. Tighten to 5 in-lb.

3.3.3 PCle* Add-in Card Installation

All add-in cards connected to the riser card in Riser Slot #1 and Riser Slot #3 must be oriented with
component side up as shown in Figure 41. All add-in cards connected to the riser card in Riser Slot #2 must
be oriented with component side down as shown in Figure 42. The procedure to install PCle* add-in cards is
the same for all the riser slots.

Figure 41. PCle* add-in Card Installation for Riser Card on Riser Slot #1 or Riser Slot #3
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Cecam

Figure 42. PCle* add-in Card Installation for Riser Card on Riser Slot #2

1. If the riser card assembly (bracket and board) is still inside the system, remove it from the system
following instructions in Section 3.3.1.

2. Remove the fastener screw (see Letter A) and remove the filler panel from the add-in card slot
(see Letter B).

3. Insert the add-in card until it is fully seated inside the PCle* slot on the riser card (see Letter C).

4. Using the fastener screws, secure the add-in card to the riser card bracket. Tighten to 5 in-lb.

Note: For add-in cards with internal cable connectors, it may be necessary to connect cables before installing
the riser card assembly into the system.
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334 Riser Card Assembly Installation — Riser Slot #1, Riser Slot #2, and Riser Slot #3

:::::::

Figure 43. Riser Card Assembly Installation

Power off the system and disconnect the power cable(s).

Remove the system top cover (see Section 3.1.1).

Remove the air duct (see Section 3.2.1).

Position the riser card assembly’s edge connector over the riser slot on the server board.

Align the two key-slots on the back edge of the riser card assembly with the mounting keys on the back

of the chassis as shown with the orange lines in the figure.

Once aligned, press the riser card assembly straight down into the riser slot (see Letter A).

Using the fastener screws, secure the riser card assembly to the system (see Letter B). Tighten to 5 in-lb.

8. Connect any cables to the add-in card that are required. See your add-in card documentation for
additional information.

9. Reinstall the air duct (see Section 3.2.2).

10. Reinstall the system top cover (see Section 3.1.2).

RARE N A

No

3.4 Drive Removal, Assembly, and Installation

The Intel® Server System M50CYP2UR family has front drive bay options that support 2.5” form factor
SAS/SATA/PCle NVMe Solid State Drives (SSDs) or 3.5" form factor SAS/SATA hard disk drives (HDDs).
Additionally, in 2.5" drive bay options, 7 mm thick SSDs with a form factor of 2.5" are supported when used
in conjunction with the supplied drive blank for 2.5” bays. The 2.5" drive bay options also support 15 mm
drives.

Each storage drive in the front drive bay is mounted to a tool-less drive mounting rail (2.5" drive) / drive
carrier (3.5" drive). The front drives are hot swappable.

This section provides instructions for drive removal from the chassis, drive installation into the chassis, and
drive assembly.

Required Tools and Supplies

e Anti-static wrist strap and conductive workbench pad (recommended)
e Phillips* head screwdriver #1
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2.5" Drive Bays

The following figure identifies the 2.5" drive bay components.
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Drive Bay

Drive Extraction
Lever CYP42474

Figure 44. 2.5" Drive Bay Components

Note: To ensure proper system airflow requirements, all front drive bays must be populated with either a
drive or supplied drive blank.

Note: The 2.5" drive mounting rail does not go all the way out. Only pull it as much as it allows without
forcing it.

3.5" Drive Bays

The following figure identifies the 3.5” drive bay components.
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Figure 45. 3.5" Drive Bay Components

Note: To ensure proper system airflow requirements, all front drive bays must be populated with a drive
carrier. Drive carriers must be populated with either a drive or supplied drive blank.

Note: The 3.5" drive carrier must be completely removed from the chassis to install a drive into the drive
carrier.
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3.4.1 2.5" SSD Drive Assembly for 7 mm Drives

The Intel® Server System M50CYP2UR family supports 2.5" SSDs with 7 mm of thickness when used in
conjunction with the supplied blanks. The supplied blank for 2.5” bays has two parts: top and bottom. The
top part must be attached to the 7 mm drive to fit properly inside the 2.5" bay. This section provides
instructions to attach the supplied blank part to a 7 mm thick SSD.

Figure 46. Separatlng Top and Bottom Parts of Drive Blank

1. Remove the drive blank from the system (see Section 3.4.3).
2. Press the handles at the bottom part of the drive blank (see Letter A).
3. Separate the top and bottom parts while pressing the handles (see Letter B).

Drive Blank Top

Figure 47. Attaching the Drive Blank to 7 mm SSD

4. Insertthe 2.5" 7 mm SSD drive into the top part of the drive blank as shown in the above figure.

Caution: To avoid damaging the SSD connector, insert the drive into the supplied blank in the direction
shown.

With the supplied blank attached to the drive, it can be installed as a regular 2.5" SSD drive.

49



Intel® Server System M50CYP2UR Family System Integration and Service Guide
3.4.2 2.5" SSD Drive Installation

CYP42532

Figure 48. 2.5" 7 mm Drive Outside Chassis, Ready for Installation

Figure 49. 2.5" 7 mm Drive Installation into 2.5" Drive Bay

CYP42551 < /
Figure 50. 2.5” 15 mm Drive Outside Chassis, Ready for Installation
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15 mm SSD

CYPazea2

Figure 51. 2.5” 15 mm Drive Installation into 2.5" Drive Bay

Note: If the drive bay contains a drive blank, follow the steps in Section 3.4.3 to remove the drive blank
before installing the drive.

1.

Ensure the lever is in the open position and the drive mounting rail is pulled halfway out.

Align the drive assembly with the open drive bay.

Insert the assembled 7-mm thick drive (or non-assembled 15-mm thick drive) into the drive bay
(see Letter A).

Note: Intel recommends holding the drive with one hand while holding the lever with the other hand.

Slide forward until the drive contacts with the backplane (see Letter B).
Complete the drive installation by closing the drive extraction lever until it locks into place (see Letter C).
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3.43 2.5" SSD Drive / Drive Blank Removal

The 2.5" drive mounting rails in the system are not removable. They slide out so that the storage drives can
be installed or removed. When sliding out a drive mounting rail from the system, only pull it as much as it
allows without forcing it.

CYP40s81

Figure 52. 2.5" Drive Removal

1. Press the button on the drive extraction lever to release it (see Letter A).
2. Using the lever, pull the drive mounting rail halfway out of the drive bay (see Letter B).
3. Remove the drive (or drive blank) from the drive mounting rail (see Letter C).

344 3.5" HDD Drive Assembly

Low Height
J‘ Side

CRRO20

CRROO1

Drive Blank Removal Drive Removal

Figure 53. 3.5" Drive Carrier Assembly - Drive Blank / Drive Removal

1. Hold the carrier assembly top side down in your right hand.
2. Using your left hand, gently rotate the bottom edge of the left rail upwards (see Letter A) while at the
same time pushing the drive or drive blank down away from the carrier (see Letter B).
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Drive Carrier
“2 Mounting Tabs
<74 (Full Height Side)
8
«

Figure 54. 3.5" Drive Carrier Assembly - Drive Installation to Carrier

CROO7

3. Align and position the mounting holes on the left side of the drive over the mounting tabs on the drive
carrier side rail (see Letter A).
4. Lower the other side of the drive into the carrier and press down until all mounting tabs lock in place.

3.4.5 Assembly of 2.5” SSD Drive into a 3.5"” Drive Carrier
The 3.5" drive blank can also be used to mount a 2.5” SSD.

Note: Due to degraded performance and reliability concerns, the use of the 3.5" drive blank as a 2.5" drive
bracket is intended to support SSD type storage devices only. Installing a 2.5" hard disk drive into the 3.5"
drive blank is not supported.

1. Remove the drive blank following step 1 of Section 3.4.3.

Q B}

(e}
- -

Figure 55. 3.5" Drive Carrier to 2.5" SSD Bracket — Tab Removal and Mount SSD to Bracket

2. Break off the small side tab from the side of the drive blank, making the drive blank into a 2.5" drive
bracket (see Letter A).

Note: Once the side tab is removed, it cannot be re-attached to the drive blank.

3. Mount and secure a 2.5" SSD to the drive bracket using two screws at the locations shown in the figure
(see Letter B). Tighten to 8 in-lb.
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Figure 56. 3.5" Drive Carrier to 2.5" SSD Bracket — Mount Bracket Assembly to Carrier

4. Align and position the mounting holes on the left side of the drive bracket over the mounting tabs on the
drive carrier side rail (see Letter E).

5. Lower the other side of the drive into the carrier and press down until all mounting tabs lock in place
(see Letter F).

6. Turn the drive assembly over.

CRROO8

Figure 57. 3.5" Drive Carrier to 2.5” SSD Bracket — Secure SSD to Carrier

7. Using two screws, secure the SSD to the carrier side rail (see Letter G). Tighten to 8 in-lb.
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3.4.6 3.5" Drive Carrier Installation

Figure 58. 3.5" Drive Carrier Installation

Note: The 3.5" drive carrier must be completely removed from the chassis to install a drive into the drive
carrier.

Align the drive assembly (drive and drive carrier) with the open drive bay.

With the lever in the open position, insert the drive assembly into the drive bay (see Letter A).
Push forward until the drive contacts with the backplane.

1.

2.

3.

4. Complete the drive installation by closing the drive assembly lever until it locks into place (see Letter B).
3.4

.7 3.5” Drive Carrier Removal

Figure 59. 3.5" Drive Carrier Removal

1. Press the button on the drive extraction/insertion lever to release the drive carrier from the drive bay
(see Letter A).

2. Using the lever, pull the drive carrier from the drive bay, all the way out (see Letter B).
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3.5 Ethernet Network Adapter for OCP* - Installation / Removal

This section provides instructions for OCP* adapter installation and removal from the chassis.
Required Tools and Supplies
e Anti-static wrist strap and conductive workbench pad (recommended)

e Phillips* head screwdriver #1.

To broaden the standard onboard feature set, the server system supports the Intel® Ethernet Network
adapters indicated in the following table. These adapters are compatible with the Open Compute Project*
(OCP*) 3.0 Specification.

Note: Only the Ethernet Network Adapters for OCP listed in the following table are supported.

All OCP* adapter types support one of three engagement mechanisms: pull tab, ejector latch, and internal
lock. The engagement mechanism refers to the mechanism required to install/remove the OCP* adapter.
Instructions for OCP* adapter installation and removal for all three configurations are provided in the
following subsections.

Table 2. Supported Intel® Ethernet Network Adapters for OCP*

Description Interface iPC
Dual port, RJ45, 10/1 GbE PCle* 3.0 X710T2LOCPV3
Quad port, SFP+ DA, 4x 10 GbE PCle* 3.0 X710DA40CPV3
Dual Port, QSFP28 100/50/25/10 GbE PCle* 4.0 E810CQDA20CPV3
Dual Port, SFP28 25/10 GbE PCle* 4.0 E810XXVDA20CPV3

For more information on the supported OCP*-compatible Ethernet Network Adapter, see the Intel® Server
System M50CYP2UR Family Technical Product Specification.

3.5.1 OCP* Adapter Bay Filler Removal / Installation

The OCP* adapter bay has a filler that needs to be removed before installing any of the OCP* adapter
configurations.

Caution: If the OCP* adapter is removed and the bay becomes empty again, this filler needs to be reinstalled.

The following steps show how to remove and install OCP* adapter bay filler.
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CyP41140

Figure 60. OCP* Adapter Bay Filler Removal
To remove the filler:

1. Loosen the thumb screw on the right side of the filler (see Letter A).

2. Pull out the right side of the filler first and move the filler slightly to the right, ensuring the left end of the
filler is out of the slot.

3. Pull the filler away from the system (see Letter B).

CYP41130

Figure 61. OCP* Adapter Bay Filler Installation
To install the filler:

1. Insert the left side of the filler on the slot first.
2. Push the filler until the mounting screw goes into the mounting hole on the right side (see Letter A).
3. Tighten the thumb screw (see Letter B).
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3.5.2 OCP* Adapter with Pull Tab Installation

LR T T - T TR T T
et ity SRR T,
T o Q\\l.O X g, AR ASTAS S
B I . B g,
®» 3 b eI e
. R e i e
1y . R e
8 . it
“l.. N el icy
N le, Fr
h.. J Wle,
igd > e,
‘l.. 80,0« 200,
) ~ Ao, ¢ NN,
uy & Niees T\,
) \\{\.Q g .\\\\.i'.
, S, Y e NS
4 L) NNE, T NN
BT SN, e S
T M Niter o N
NN
.‘Q '~ .5.\\{\{40 8
L] 8y e i
) 5 ay
\ l§ “ 5w N k
N

Figure 62. OCP* Adapter with Pull Tab Installation

1. Align the OCP* adapter with the open OCP* bay slot and push forward until the connectors make secure
contact (see Letter A).

2. Tighten the thumb screw on the right side of the OCP* adapter (see Letter B).

3.5.3 OCP* Adapter with Pull Tab Removal
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Figure 63. OCP* Adapter with Pull Tab Removal

1. Loosen the thumb screw on the right side of the OCP* adapter (see Letter A).
2. Pull the OCP* adapter out of the bay using the tab on the left side of the OCP* adapter (see Letter B).
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3.54 OCP* Adapter with Ejector Latch Installation
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Figure 64. OCP* adapter with Ejector Latch Installation

—

Ensure the latch is in the open position.

Push the OCP* adapter forward until the right side of the latch contacts the rear panel (see Letter A).
Rotate the latch towards the inside to get the OCP* adapter engaged with the connectors and close the
latch (see Letter B).

W

3.5.5 OCP* Adapter with Ejector Latch Removal
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Figure 65. OCP* Adapter with Ejector Latch Removal

1. Push the latch on the left side of the OCP* adapter (see Letter A) and pull the latch out (see Letter B).
2. Using the latch, pull the adapter out of the system (see Letter C).
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3.5.6 OCP* Adapter with Internal Lock Installation

All L6 and L9 integrated systems come with an internal lock on the OCP* rail. This lock is a piece of blue
plastic. The OCP* rail in the system has a dedicated space to accommodate the lock. The lock can be
mounted on the rail in two different orientations. When the keying features of the lock are facing up, it is in
an unlocked orientation. When the keying features are facing down, it is in a locked orientation. A lock
symbol is included in each side of the plastic lock to indicate its orientation. The following figure shows the
features of the lock.

——— KEY
CYP40932

Figure 66. Internal Lock with Unlock and Lock Orientation
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Figure 67. OCP* Adapter with Internal Lock Installation

Power off the system and disconnect the power cable(s).

Remove the system top cover (see Section 3.1.1).

Remove the air duct (see Section 3.2.1).

Remove any riser card assembly above the OCP* adapter area, if present (see Section 3.3.1)

PN~

Note: In the default shipping configuration, the internal lock is set to the unlock orientation.

o

Squeeze the two hooks of the internal lock and pull it out (see Letter A).
6. Align the OCP* adapter with the open OCP* bay slot and push forward until the connectors make secure
contact (see Letter B).
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Reinstall the internal lock with the lock orientation (see Letter C).
Reinstall the riser card assembly as needed (see Section 3.3.4).
Reinstall the air duct (see Section 3.2.2).

0 Reinstall the system top cover (see Section 3.1.2).

il

3.5.7 OCP* Adapter with Internal Lock Removal

CYP41190

1.
2.
3.
4,
5.
6.
7.
8.

3.6 M.2 Storage Device Installation / Removal

Figure 68. OCP* Adapter with Internal Lock Removal

Remove the system top cover (see Section 3.1.17).

Remove any riser card assembly above the OCP* adapter area, if present (see Section 3.3.1)
Squeeze the two hooks of the internal lock and pull it out (see Letter A).

Install it back in the chassis in reverse orientation (see Letter B).

Push the OCP* adapter out of the bay from inside the chassis (see Letter C).

Reinstall the riser card assembly as needed (see Section 3.3.4)

Reinstall the air duct (see Section 3.2.2).

Reinstall the system top cover (see Section 3.1.2).

The server board includes two M.2 connectors as shown in the following figure. Each M.2 connector supports
a PCle* NVMe or SATA SSD drive that conforms toa 22110 (110 mm) or 2280 (80 mm) form factor.

Required Tools and Supplies

e Anti-static wrist strap and conductive workbench pad (recommended)
e Phillips* head screwdriver #1
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CYP10241

M.2 (PCle* x4/sSATA Port1)—nT

M.2 (PCle* x4/sSATA Port0)

Figure 69. M.2 SSD Connector Location
3.6.1 M.2 SSD Installation

Figure 70. M.2 SSD Installation

Power off the system and disconnect the power cable(s).

Remove the system top cover (see Section 3.1.17).

Remove the air duct (see Section 3.2.17).

Remove the PCle* riser card assembly from Riser Slot #1 (see Section 3.3.1).

Locate the M.2 Port O connector as shown above.

Align the notch within the SSD edge connector with the key in the server board M.2 connector and insert

the SSD into the connector (see Letter A).

Ensure the installed M.2 SSD is aligned with the standoff in the server board.

8. Using the fastener screw, secure the SSD to the M.2 mounting stand-off on the server board
(see Letter B). Tighten to 1.5 in-lb.

9. Repeat steps 5-8 for M.2 Port 1, if needed.

10. Reinstall the PCle* riser card assembly to Riser Slot #1 (see Section 3.3.4).

11. Reinstall the air duct (see Section 3.2.2).

12. Reinstall the system top cover (see Section 3.1.2).
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3.6.2 M.2 SSD Removal
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Figure 71. M.2 SSD Removal

Power off the system and disconnect the power cable(s).

Remove the system top cover (see Section 3.1.17).

Remove the air duct (see Section 3.2.1).

If installed, remove the PCle* riser card assembly from Riser Slot #1 (see Section 3.3.1).

Locate the M.2 SSD Port O (see Figure 69). Refer to Section 5.4, “Server Board Features” for the location.
Remove the screw to free up one end of the M.2 SSD (see Letter A).

Carefully lift the free end of the M.2 SSD and gently remove it from the connector in the direction shown
(see Letter B).

8. Repeat the steps 5-7 for M.2 Port 1 if needed.

9. Reinstall the PCle* riser card assembly to Riser Slot #1 (see Section 3.3.4).

10. Reinstall the air duct (see Section 3.2.2).

11. Reinstall the system top cover (see Section 3.1.2).

Noup,rwnN =

3.7 Internal Fixed Mount SATA SSD Installation / Removal
Required Tools and Supplies

e Anti-static wrist strap and conductive workbench pad (recommended)
e Phillips* head screwdriver #1

The system supports up to two internal fixed SATA Solid State Devices (SSDs) that can be mounted on top of
the left power supply through a dedicated mounting bracket. The accessory kit iPC — CYPCBLINTSTKIT that
supports the internal fixed SATA SSDs includes the following:

e Power cable for internal SATA SSDs
e Mini SAS HD to 7-pin SATA connector cable
e Internal SATA SSD bracket

SSDs need to be connected to the peripheral power connector and the SATA ports on the server board.
Refer to the following figures for the locations of the peripheral power connector and the SATA ports on the
server board. Refer to the Intel® Server M50CYP Family Configuration Guide for information about the
mounting bracket option and available data cables.
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PERIPHERAL_PWR

Figure 72. Peripheral Power Connector Identification
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Figure 73. SATA Ports on Server Board
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3.71 Internal Fixed Mount SSD Installation
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10.
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12.

CYP41660

Figure 74. Attaching SSD to Drive Bracket

Power off the system and disconnect the power cable(s).

Remove the system top cover (see Section 3.1.17).

Remove the air duct (see Section 3.2.1)

Remove the SSD bracket from the accessory kit iPC — CYPCBLINTSTKIT package.
Mount a 2.5" SSD to the drive bracket (see Letter A).

Using four screws in the accessory kit secure the SSD to the drive bracket (see Letter B).
Tighten to 8 in-lb.

Repeat steps 4 and 6 if installing another 2.5" SSD.

Figure 75. Installing SSD Bracket

Install the drive bracket (see Letter C) on top of the left power supply housing when facing the front of
the chassis.

Using the fastener screws, secure the drive bracket (See Letter D).

Connect power and SATA cables to the SSDs.

Reinstall the air duct (see Section 3.2.2).

Reinstall the system top cover (see Section 3.1.2).
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3.7.2 Internal Fixed Mount SSD Removal

Note: The internal fixed mount SSDs are NOT hot-swappable. Before removing or replacing the drive, you
must first take the server out of service. Turn off all peripheral devices connected to the system, turn off the
system by pressing the power button, and unplug the power cord from the system or power outlet.

Power off the system and disconnect the power cable(s).
Remove the system top cover (see Section 3.1.17).
Remove the air duct (see Section 3.2.1).

Detach the SATA and power cables from the SSD.

Ll S

Figure 76. Removing SSD Bracket

5. Loosen the screw on the back of the drive bracket (see Letter A). Then, slide and remove the drive bracket
from the chassis (see Letter B).

GX4

CYP41690

Figure 77. Removing SSD from Bracket

6. Unscrew the four screws on the sides (see Letter C). Then, slide the SSD away from the drive bracket to
remove it (see Letter D).

Reinstall the air duct (see Section 3.2.2).

8. Reinstall the system top cover (see Section 3.1.2).

N

66



Intel® Server System M50CYP2UR Family System Integration and Service Guide

3.8 Midplane Card Installation / Removal (iPC - CYPSWITCHMP)
Required Tools and Supplies

e Anti-static wrist strap and conductive workbench pad (recommended)
e Phillips* head screwdriver #1

Systems with twenty four (24) 2.5" front drive bay configurations support the use of midplane cards. Refer to
the Intel® Server System M50CYP2UR Family Technical Product Specification for midplane card features and
capabilities.

Up to two midplane cards can be installed in a system. The following steps outline the installation and
removal of a midplane card. The steps in this section apply to midplane card installation and removal on
either of the two positions in the system.

3.8.1 Midplane Card Installation

A Y
Figure 78. Midplane Card Installation

1. Power off the system and disconnect the power cable(s).

2. Remove the system top cover (see Section 3.1.1).

3. Remove the air duct (see Section 3.2.1).

4. Align the four (4) screw holes of the midplane card with the matching threaded holes on the base of the
chassis as shown (see Letter A).

5. Secure the midplane card to the chassis using four (4) screws that are included in the midplane card kit
(see Letter B). Tighten to 5 in-lb.

6. Attach all the connectors as required.

Reinstall the air duct (see Section 3.2.2).

8. Reinstall the system top cover (see Section 3.1.2).

~
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3.8.2 Midplane Card Removal
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Figure 79. Midplane Card Removal

Power off the system and disconnect the power cable(s).

Remove the system top cover (see Section 3.1.1).

Remove the air duct (see Section 3.2.1).

Disconnect all the connectors attached to the midplane card.
Unscrew the four (4) screws on the midplane card (see Letter A).

Lift the midplane card from the chassis all the way out (see Letter B).
Reinstall the air duct (see Section 3.2.2).

Reinstall the system top cover (see Section 3.1.2).
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3.9 Trusted Platform Module (TPM) Installation

This section provides instructions to install a Trusted Platform Module (TPM) in the system. Refer to the
Intel® Server M50CYP Family Configuration Guide for available options.

Required Tools and Supplies

e Anti-static wrist strap and conductive workbench pad (recommended)
e Phillips* head screwdriver #1

CYP42440

Figure 80. Trusted Platform Module (TPM) Installation

Power off the system and disconnect the power cable(s).

Remove the system top cover (see Section 3.1.1).

Remove the air duct (see Section 3.2.1).

Locate the TPM module connector on the server board next to the PHM.

Insert the plastic stand-off into the server board mounting hole (see Letter A).

Place the TPM module over the connector and confirm the orientation of the module.
Press the module down onto the connector (see Letter B).

Secure the TPM module to the stand-off with the fastener screw (see Letter C).
Reinstall the air duct (see Section 3.2.2).

0 Reinstall the system top cover (see Section 3.1.2).

i
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3.10 Intel® VROC 7.5 Key Installation / Removal

This section provides instructions to install an Intel® VROC Key in the system. Refer to the Intel® Server
M50CYP Family Configuration Guide for available options,

Required Tools and Supplies
e Anti-static wrist strap and conductive workbench pad (recommended)
For more information on the Intel® VROC features, capabilities, and NVMe* drive population rules, refer to
the Intel® Server System M50CYP2UR Family Technical Product Specification.
3.10.1 Intel® VROC 7.5 (VMD NVMe* RAID) Key Installation

Figure 81. Intel® VROC Key Insertion

Power off the system and disconnect the power cable(s).

Remove the system top cover (see Section 3.1.17).

Remove the air duct (see Section 3.2.1).

Remove the Intel® VROC Key from its packaging.

Locate the white 4-pin key connector near the CR2032 battery.

To install the key, place it over the connector and confirm the orientation of the key matches that of the
connector.

Press the key down onto the connector.

Reinstall the air duct (see Section 3.2.2).

Reinstall the system top cover (see Section 3.1.2).
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3.10.2 Intel® VROC 7.5 (VMD NVMe* RAID) Key Removal
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Figure 82. Intel® VROC Key Removal

Power off the system and disconnect the power cable(s).

Remove the system top cover (see Section 3.1.17).

Remove the air duct (see Section 3.2.7).

Using the key pull tab, pull the key up until it disengages from the connector.
Reinstall the air duct (see Section 3.2.2).

Reinstall the system top cover (see Section 3.1.2).

ok WN=

3.11 Intel® SAS Interposer Card and SAS RAID Module Installation / Removal

This section provides instructions to install and remove an Intel® SAS interposer card and an Intel® SAS Raid
module. Refer to the Intel® Server M50CYP Family Configuration Guide for available options.

Required Tools and Supplies

e Anti-static wrist strap and conductive workbench pad (recommended)
e Phillips* head screwdriver #1

Note: A SAS interposer card needs to be installed before installing a SAS RAID module.
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3.11.1  Intel® SAS Interposer Card Installation
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Figure 83. SAS Interposer Card Installation

Power off the system and disconnect the power cable(s).

Remove the system top cover (see Section 3.1.17).

Remove the air duct (see Section 3.2.1).

Align the four (4) screw holes of the SAS interposer card with the matching threaded holes on the base
of the chassis (see Letter A).

Secure the SAS interposer card to the chassis using (4) four screws (see Letter B). Tighten to 5 in-lb.
Attach all the connectors as required.

If the RAID module needs to be installed (see Section 3.11.3).

Reinstall the air duct (see Section 3.2.2).

Reinstall the system top cover (see Section 3.1.2).
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3.11.2 Intel® SAS Interposer Card Removal

©CoOoNOOUAWN=

4

CYP21100

Figure 84. SAS Interposer Card Removal

Power off the system and disconnect the power cable(s).

Remove the system top cover (see Section 3.1.17).

Remove the air duct (see Section 3.2.1).

If an installed RAID module needs to be removed (see Section 3.11.4).
Disconnect all the connectors attached to the SAS interposer card.
Unscrew the four (4) screws on the SAS interposer card (see Letter A).

Lift the SAS interposer card from the chassis all the way out (see Letter B).
Reinstall the air duct (see Section 3.2.2).

Reinstall the system top cover (see Section 3.1.2).
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3.11.3 Intel® SAS RAID Module Installation

SAS RAID Module installation requires that the SAS interposer card is already installed. See the SAS
interposer card installation steps in Section 3.11.1.

S N CYP41122
Figure 85. Intel® SAS RAID Module Installation

Power off the system and disconnect the power cable(s).

Remove the system top cover (see Section 3.1.17).

Remove the air duct (see Section 3.2.17).

Remove the SAS RAID module from its packaging.

Insert the four (4) plastic-barrel standoffs into the matching holes in the SAS interposer card

(see Letter A).

Align the SAS RAID module mounting holes over the four standoffs (see Letter B).

7. Lower the SAS RAID module onto the SAS interposer card.

8. Press down firmly until the SAS RAID module connector is fully seated in the matching connector on the
SAS interposer card (see Letter C). The module should be firmly seated over each standoff.

9. Insert the locking pin into each standoff (see Letter D).

10. Attach all the connectors as required.

11. Reinstall the air duct (see Section 3.2.2).

12. Reinstall the system top cover (see Section3.1.2).
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3.114 Intel® SAS RAID Module Removal
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Figure 86. Intel® SAS RAID Module Removal

Power off the system and disconnect the power cable(s).

Remove the system top cover (see Section 3.1.1).

Remove the air duct (see Section 3.2.1).

Disconnect all the cables connected to the SAS RAID module.

Remove the four locking pins from each standoff (see Letter A).

Grasp the SAS RAID module on both sides and lift firmly until the connector is disengaged from the
matching connector on the SAS interposer card (see Letter B).

Remove the standoffs (see Letter C), if not installing another SAS RAID module on the SAS interposer
card. Keep the standoffs, locking pins, and the SAS RAID module together.

Reinstall the air duct (see Section 3.2.2).

Reinstall the system top cover (see Section 3.1.2).
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3.12 Intel® SAS Expander Card Installation / Removal

This section provides instructions to install an optional Intel® SAS/SATA expander card in the system. The
server system supports the SAS/SATA expander card as an accessory option. The SAS/SATA expander card
is used for systems with more than 16 SAS/SATA drives in the front bay. This card must be connected to the
ROC module installed on the SAS interposer card using Mini-SAS HD SFF 8643 connectors. The SAS/SATA
expander card is mounted next to the SAS interposer card. Refer to the Intel® Server M50CYP Family
Configuration Guide for available options.

Required Tools and Supplies
e Anti-static wrist strap and conductive workbench pad (recommended)

e Phillips* head screwdriver #1

3.12.1 Intel® SAS Expander Card Installation

5\

27
CYPa1220 o >

Figure 87. SAS Expander Card Installation

Power off the system and disconnect the power cable(s).

Remove the system top cover (see Section 3.1.17).

Remove the air duct (see Section 3.2.1).

Remove the SAS expander card from its packaging.

Align the three screw holes of the SAS expander card with the matching threaded holes on the base of
the chassis (see Letter A).

Secure the SAS expander card to the chassis using three screws pre-installed in the chassis
(see Letter B). Tighten to 5 in-lb.

Attach all the cables as required.

Reinstall the air duct (see Section 3.2.2).

9. Reinstall the system top cover (see Section 3.1.2).
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3.12.2 Intel® SAS Expander Card Removal

CYP41230 i

Figure 88. SAS Expander Card Removal

Power off the system and disconnect the power cable(s).

Remove the system top cover (see Section 3.1.1).

Remove the air duct (see Section 3.2.1).

Disconnect all the cables attached to the SAS expander card.

Unscrew the three screws on the SAS expander card (see Letter A).

Lift the SAS expander card from the chassis all the way out (see Letter B).
Return the three screws to the threaded holes on the base of the chassis
Reinstall the air duct (see Section 3.2.2).

Reinstall the system top cover (see Section 3.1.2).
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3.13 Intel® RAID Maintenance Free Backup Unit (RMFBU) and Mounting Bracket
Installation / Removal

This section provides instructions to install an RMFBU bracket and assembly in the system. Refer to the Intel®
Server M50CYP Family configuration Guide for available options.

Required Tools and Supplies
e Anti-static wrist strap and conductive workbench pad (recommended)
o Phillips* head screwdriver #1

The RMFBU assembly has the following elements:

e Latch
e Supercap capacitor
e RMFBU plastic case

The RMFBU bracket and assembly is installed in the same area inside the chassis as the SAS interposer card
(see Section 3.11).

The three elements need to be assembled before attaching to the mounting bracket.
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Figure 89. Installing Latch on the Plastic Case

1. Insert the latch in the opening on the plastic case (see Letter A).
2. Lift the latch holder slightly up (see Letter B) and insert the notch into opening until it clicks (see Letter C).
3. Bring the latch down until it is aligned vertically (see Letter D).

WFP4110

Figure 90. Insert Super Cap Battery

4. |Insert the super cap capacitor inside the plastic case with the cable protruding out.
Choose the opening in the plastic case for the cable closest to the RAID module where the cable is going
to be connected.
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3.13.1 Intel® RMFBU Mounting Bracket Installation

The RMFBU mounting bracket can be installed in the same area inside the chassis as the midplane card or
SAS interposer card (see Section 3.8 or 3.11). Or, it can be installed on top of both sides of the air duct (left
side and right side).

s
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Figure 91. Intel®° RMFBU Mounting Bracket Installation - Chassis

CYP41830

Figure 92. Intel° RMFBU Mounting Bracket Installation - Air Duct

Power off the system and disconnect the power cable(s).

Remove the system top cover (see Section 3.1.17).

Remove the air duct (see Section 3.2.7).

Remove the cable clip, if installed, by unfastening the two screws holding the clip to the chassis.

Align the two screw holes of the RMFBU mounting bracket with the matching threaded holes on the base

of the chassis or on the top of the air duct (see Letter A).

Secure the RMFBU mounting bracket to the chassis or to the air duct using two screws (see Letter B).

Tighten to 5 in-lb.

7. Slide the RMFBU assembly in the direction as indicated on the mounting bracket (see Letter C) until the
latch locks in place.

8. Attach all the connectors as required.

9. Reinstall the air duct (see Section 3.2.2).

10. Reinstall the system top cover (see Section 3.1.2).
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3.13.2 Intel® RMFBU Mounting Bracket Removal
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Figure 93. Intel®° RMFBU Mounting Bracket Removal - Chassis

CYP41840

Figure 94. Intel®° RMFBU Mounting Bracket Removal - Air Duct

Remove the system top cover (see Section 3.1.17).

Remove the air duct (see Section 2.3.1).

Disconnect the RMBFU cable from the RAID module it is attached to.

Lift the latch up slightly to unlock the RMFBU assembly from the mounting bracket (see Letter A).
Slide the RMFBU assembly (see Letter B) in the direction as indicated on the top of the RMFBU plastic
case.

Unscrew the two screws on the RMFBU mounting bracket (see Letter C).

Pull the RMFBU mounting bracket from the chassis or air duct all the way out (see Letter D).

Reinstall the air duct (see Section 3.2.2).

Reinstall the system top cover (see Section 3.1.2).
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4. System Software Updates and Configuration

The Intel® Server System M50CYP2UR family includes a system software stack that consists of:

e System BIOS

e Baseboard Management Controller (BMC) firmware
¢ Intel® Management Engine (Intel® ME) firmware

o Field Replacement Unit (FRU)

e Sensor Data Record (SDR) data

Together, they configure and manage features and functions of the server system. A full software stack is
installed during the system manufacturing process but may not be the latest available version. Intel highly
recommends updating the full system software stack to the latest available version for optimal performance
and system reliability. A System Update Package (SUP) containing the latest available system software stack
can be downloaded from the following Intel website: http://downloadcenter.intel.com.

To ensure that the embedded platform management subsystem is configured properly, the latest FRU and
SDR data for each compute module must be installed after updating the full system software stack. Updated
FRU and SDR data allows the platform management subsystem to monitor the specific system sensors used
to determine appropriate system cooling, optimal performance, and accurate error reporting. FRU and SDR
data is loaded by using the FRUSDR utility that is included with the System Update Package (SUP).

See the following Intel documents for more in-depth information about the system software stack and its
functions:

e BIOS Firmware External Product Specification (EPS) for the Intel® Server Board D50TNP and M50CYP
Families — Intel NDA required

e Intel® Baseboard Management Controller (BMC) Firmware External Product Specification (EPS) for the
Intel® Server Board D50TNP and M50CYP Families — Intel NDA Required

For quick guidelines and overview on BIOS Boot Menu, Setup, and hot keys, refer to the Intel® Server System
M50CYP2UR Family Technical Product Specification.
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5. System Service - System Features Overview

This chapter provides service personnel a reference to identify and locate the features associated with the
Intel® Server System M50CYP2UR family.

5.1 Front Drive Bay Options

i
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Figure 97. 24 x 2.5" Front Drive Bay Configuration

CYP20033

Figure 98. 12 x 3.5" Front Drive Bay Configuration
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5.2 Back Panel, Front Control Panel, Front I/O Features

Riser #3 - Add-in Card Area

Riser #2 - Add-in Card Area

Riser #1 - Add-in Card Area
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Figure 99. Back Panel Features

Power Button
w/Integrated LED

System Cold
Réset Button
(Tool Required)

System ID Button

) / w/ Integrated LED

NMI Button
(Tool Required)

A - Drive Activity LED
CYP20260 \\/

Figure 100. Front Control Panel Features

System Status LED
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CYP20044

Figure 101. Front I/O Features

5.3 Drive Tray LED Identification

The following figures show 2.5" and 3.5" drive bays. Two LEDs for each drive bay are: Amber Status LED and
Green Activity LED. The following tables list the different LED states.

- e R

Figure 102. 2.5” Hot Swap Drive Slot LED Identification

Figure 103. 3.5” Drive Slot LED Identification
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Table 3. SAS/SATA/NVMe* Drive Status LED States

Off No access and no fault

Solid on Hard drive fault has occurred
1 Hz blinking RAID rebuild in progress

2 Hz blinking Locate (identify)

Note: These LED states are only supported with a supported RAID configuration. Non-RAID or unsupported

RAID configurations will not have these LED states.

Table 4. Drive Activity LED States

SAS/NVMe*
Power on with no drive activity

SATA

SAS/NVMe*
Power on with drive activity

SATA

SAS/NVMe*
Power on and drive spun down

SATA

. o SAS/NVMe*

Power on and drive spinning up

SATA

LED stays on

LED stays off

LED blinks off when processing a command
LED blinks on when processing a command
LED stays off

LED stays off

LED blinks

LED stays off

Note: The drive activity LED is driven by signals from the drive itself. Drive vendors may choose to operate

the activity LED different from what is described in the above tables. If the activity LED on a given drive type

behaves differently than what is described, customers should reference the drive vendor specifications.

Refer to the specific drive model to determine the expected drive activity LED operation.
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5.4 Server Board Features

The following figure provides a general overview of the physical server board, identifying key feature and
component locations.
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Figure 104. Intel® Server Board M50CYP2SBSTD Component / Feature Identification
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The server board includes LEDs to identify system status and/or indicate a component fault. The following
figures identify the diagnostic LEDs and their location on the server board.

POST Code
Diagnostic LEDs

L
System ID
LED

=
System
Status
LED

CPU O el ! EEENEEENENNEENENE Ll CPU

Fault w w Fault

LED E ‘ § LED
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Figure 105. Intel® Light-Guided Diagnostics — LED Identification

POST Code

Diagnostic LEDs System ID

System
Status LED
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Figure 106. Exploded View of POST Code Diagnostic, System ID, and System Status LEDs
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CPU 0 DIMM FAULT LEDs |[CPU 0 DIMM FAULT LEDs/|CPU 1 DIMM FAULT LEDs/[CPU 1 DIMM FAULT LEDs
F1 F2E1E2H1H2 G1G2|/C2 C1 D2 D1 A2 A1B2 B1

CYP10043

Figure 107. Intel® Light-Guided Diagnostics - DIMM Fault LEDs

5.5 System Configuration and Recovery Jumpers

The server board includes several jumper blocks that can be used to configure, protect, or recover specific
features of the server board. The following figure identifies the location of each jumper block on the server
board. For more information on the jumpers, see the Intel® Server Board M50CYP2SB Family Technical
Product Specification (TPS).

BMC_SVN_Downgrade
Switch
S5

»
PASSWORD - Default
CLEAR 2
J29 il - Enabled
o= - Default
_ | BIOS Default
SVN 2 .
Downgrade il Enabled Enabled
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»
-

- o= “IUU %. |

)

Figure 108. Reset and Recovery Jumper Block Locations
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6. System Service and FRU Replacement

This chapter provides instruction for replacement of system components considered to be field replaceable
(FRU). Only system features that are identified as hot-swappable can be replaced while the system remains
operational. These items include:

e Power Supply - In dual power supply configurations only
e Drives mounted within the front drive bay — Redundant RAID (1, 5, 6, and 10) configurations only
e System Fans

All other components within the system can only be serviced after the system has been powered off and AC
power cords have been disconnected from the server system.
Before You Begin

Before integration of any system components, review all the safety and ESD precautions found in the Safety
Warnings section at the beginning of this document.

System Reference

In the following procedures, all references to left, right, front, top, and bottom assume the reader is facing
the front of the server chassis.

Instruction Format

Each procedure described in this chapter follows an illustration first format. This format gives the reader the
option to follow a quicker path to component integration by first seeing an illustration of the intended
procedure. If necessary, the reader can then follow the step-by-step instructions that accompany each
procedure.

6.1 System Cover Removal / Installation

The system top cover consists of two panels — one over the front half of the system and one over the back
half of the system. To maintain system thermals, both top cover panels must always be in place when the
system is operating.

Required Tools and Supplies

e Anti-static wrist strap and conductive workbench pad (recommended)
e Phillips* head screwdriver #1
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6.1.1 System Cover Removal

Removal of both top cover panels is necessary when installing or replacing any system component within the
server chassis. Before removing the top cover, power down the system and unplug all peripheral devices and
the power cables.

Figure 109. System Top Cover Panel Shipping Screws
The system ships from the factory with the front system cover and back system cover screwed to the chassis.

A total of four screws, one on each side of the front cover and one on each side of the back cover, need to be
removed to detach each top cover panel from the chassis.

Note: A non-skid surface or a stop behind the server system may be needed to prevent the server system
from sliding on the work surface.

CyP20172

Figure 110. System Top Cover Removal
For each top cover panel:

1. While pushing down on both the left and right buttons of the given top panel (see Letter A), slide the top
cover panel towards the front (front panel) or back (back panel) of the chassis (see Letter B).
2. Carefully lift the top cover panel up and away from the chassis.

Note: Each top cover panel can slide along the chassis base for 10 mm and then needs to be lifted.
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6.1.2 System Cover Installation

CYP20183

Figure 111. System Top Cover Installation
For each top cover panel:

1. Carefully align and set the top cover panel on top of the chassis. Then, slide it inwards until it locks into
place (see Letter A).

Shipping Note: When transporting the server system, Intel recommends installing the four top cover screws
before shipping.

6.2 Air Duct Removal / Installation
Required Tools and Supplies
e Anti-static wrist strap and conductive workbench pad (recommended)
The Intel® Server System M50CYP2U family has three types of air ducts. The type used depends on the
processor heat sink and add-in cards installed in the system:

e Standard air duct for processor heat sink with 2U height
e Standard air duct for processor heat sink with 1U height
e General Purpose Graphics Processing Unit (GPGPU) air duct for processor heat sink with 1U height

Note: Always operate the server system with the air duct in place. The air duct is required for proper airflow
within the server system.
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Ref #: CYPACYS!

Figure 112. Standard Air Duct for Processor Heat Sink with 2U Height

Ret #: CYPA0A1

Figure 113. Standard Air Duct for Processor Heat Sink with 1U Height

GPGPU
Air Duct

GPGPU Air Duct
Bracket S

Ref # CYP4261

Figure 114. GPGPU Air Duct for Processor Heat Sink with 1U Height

For more information about the processor heat sink and compatible add-in cards, see the Intel® Server
M50CYP Family Configuration Guide and Intel® Server System M50CYP2UR Family Technical Product

Specification.
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6.2.1 Air Duct Removal

The steps for air duct removal are the same for all types of air ducts. For the GPGPU air duct, see the
following subsection before following these steps.

Figure 115. Air Duct Removal
1. Ensure all the cables are clear of the air duct.
. Lift the front edge of the air duct slightly to separate the alignment pins from the fan cage (see Letter A).
3. Lift the back edge of the air duct to separate the alignment pins on the chassis from the holes on the

back corners of the air duct (see Letter B).
4. Lift the air duct straight up and remove it from the system.

6.2.1.1 GPGPU Air Duct Bracket Removal

The GPGPU air duct includes a bracket. The other air ducts do not contain this bracket.

Air Duct Bracket

- 3 ‘ y S
Figure 116. GPGPU Air Duct Bracket Removal

1. Ensure all the cables are clear of the air duct bracket.
2. Loosen the blue thumb screws by turning them counterclockwise (see Letter A).
3. Lift bracket from the top part of the GPGPU air duct (see Letter B).
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6.2.2 Air Duct Installation

Ref # FCP40270

Figure 117. Air Duct Installation

1. Ensure that all cables are clear of the air duct keep out area on the base of the chassis.

Note: Cables should be routed using the cable channels shown in Appendix B.

2. Align and latch the two alignment pins to the matching holes on the back corners of the air duct

(see Letter A).

Lower the front edge of the air duct until it touches the fan cage (see Letter B).

4. Ensure the alignment pins on the front edge of the air duct align and go into the holes on the top of the
fan cage.

w

6.2.2.1 GPGPU Air Duct Bracket Installation

The following steps apply only for systems configured with a GPGPU air duct. Once the GPGPU air duct is
installed, the bracket is installed on top of it.

By
‘{\{Q\'m.

1. Insert bracket on top of the GPGPU air duct. Push the bracket against the latches at either end of the
chassis (see Letter A).
2. Tighten the blue thumb screws by turning them clockwise (see Letter B).
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6.3 System Fan Assembly Replacement
Required Tools and Supplies

e Anti-static wrist strap and conductive workbench pad (recommended)

System fan assembly removal is required when routing cables inside the chassis from back-to-front or front-
to-back, or when server board replacement is necessary.

Note: This section provides the steps to remove or install the system fan as an entire module. Individual fans
can also be replaced without removing the entire system fan assembly. See Section 6.4 for replacing
individual fans.

Figure 119. System Fan Assembly Removal

Ensure the system power is off and disconnect the power cable(s).

Remove the system top cover (see Section 6.1.17).

Remove the air duct (see Section 6.2.1).

Lift the latches on both sides of the system fan upward to unlock (see Letter A).
Grasp each end of the fan module and lift the entire module straight up (see Letter B).
Carefully place the fan module component side down onto a flat surface.

oA wWN =

Note: Do NOT rest the fan module on the fan connectors on the bottom side of the fan module. Doing
so may damage the connectors.
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Figure 120. System Fan Assembly Installation — Part 1

Ensure that all cables are clear of the fan module keep out area on the base of the chassis.

Ensure the latches on both sides of the fan module are unlocked by pulling them upward (see Letter A).
Carefully lower the fan module (see Letter B). Align the two guide pins on each side of the fan module
with the latch receivers on each chassis sidewall.

Push down on both ends of the fan module until fully seated.

CY240462

Figure 121. System Fan Assembly Installation - Part 2

Push the latches on both sides of the system fan downward to lock (see Letter C).

Ensure each individual fan connector is fully connected by pressing down the individual fan, one at a
time (see Letter D).

Reinstall the air duct (see Section 6.2.2).

Reinstall the system top cover (see Section 6.1.2).
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6.4 Individual Fan Replacement

Individual fans used in the Intel® Server System M50CYP2UR family are hot-swappable.
Required Tools and Supplies

e Anti-static wrist strap and conductive workbench pad (recommended)

Caution: To minimize possible performance degradation and other thermal related issues, system fan
replacement while the system is operational should be performed as quickly as possible.

System fans operate at very high speeds. Keep all tools and fingers away from all operational system fans
when swapping out a defective fan.

Components within an operational system can get very hot. Avoid touching any components within the
system while swapping out a defective system fan.

Figure 122. Individual Fan Removal or Installation

To remove a failed individual fan

Remove the system top cover (see Section 6.1.17).

Remove the air duct (see Section 6.2.1).

Locate the faulty fan. The LED on the faulty fan should be illuminated and rotor should NOT be turning.
Grasp the faulty system fan on both green marked ends and pull it up and away from the chassis).

Lift the fan straight up until it clears the system fan assembly bracket.

uh N

To install a new system fan

Locate replacement fan and remove it from its packaging.

Orient the fan so the arrow on the top side of the fan points to the back of the system.
Insert the fan into the system fan assembly bracket.

Push down until it is firmly seated into the server board connector.

Reinstall the air duct (see Section 6.2.2).

Reinstall system top cover (see Section 6.1.2).

oA wWN =
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6.5 Memory Module Replacement
Required Tools and Supplies

e Anti-static wrist strap and conductive workbench pad (recommended)
e Replacement equivalent memory module

Procedure Prerequisites

e Memory modules are NOT hot-swappable. The system must be powered down and unplugged from
the AC power source before replacing a faulty memory module from the system.

Only standard DDR4 DIMMs are shown in the following figures, but the steps of DDR4 DIMM installation and
replacement are the same for standard DDR4 DIMMs and Intel® Optane™ persistent memory 200 series
modules.

DDR4 DIMM and Intel® Optane™ PMem will be commonly referred to as “Memory module” in the following
instructions.

Note: See Appendix C for general memory population rules.

DMM1031

Figure 123. Memory Module Removal

Ensure the system power is off and disconnect the power cable(s).

Remove the system top cover (see Section 6.1.17).

Remove the air duct (see Section 6.2.1).

Identify and locate the Memory module to be removed.

Ensure that the ejection tabs of adjacent DIMM slots are closed.

Open the DIMM ejection tabs at both ends of the selected DIMM slot (see Letter A). The Memory module
will slightly lift from the slot.

7. Holding the Memory module by its edges, lift it away from the slot (see Letter B).

ok wWwN=
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Figure 124. Memory Modaule Installation

Locate the DIMM slot for installation.

Ensure that the DIMM ejection tabs at both ends of the DIMM slot are pushed outward to the open
position (see Letter A).

Carefully unpack the replacement Memory module, taking care to only handle the device by its outer
edges.

Align the notch at the bottom edge of the Memory module with the key in the DIMM slot (see Letter B).
Insert the Memory module into the slot (see Letter C).

Push down on the Memory module until the ejection tabs snap into place (see Letter D).

Ensure that the ejection tabs are firmly in place (see Letter E).

Reinstall the air duct (see Section 6.2.2).

Reinstall system top cover (see Section 6.1.2).

6.6 Power Supply Module Replacement

Required Tools and Supplies

e Anti-static wrist strap and conductive workbench pad (recommended)

Caution: The power supply is only hot-swappable (system does not have to be powered down) if the system
is configured with two power supply modules operating in a 1+1 redundant configuration.

Systems with a single power supply installed or a system operating in a 2+0 non-redundant power mode,
MUST be powered OFF before removing the power supply module from the system.
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CYP40340

Figure 125. Power Supply Removal

1. Detach the power cord from the power supply to be removed.
2. Push and hold the green latch in the direction shown (see Letter A).
3. Use the handle to pull the power supply module from the system (see Letter B).

T T e T
SRS
oo’ -
ot g

-

CYP40330

Figure 126. Power Supply Installation

4. If present, remove the insert from the power supply bay (see Letter A).

5. Slide the power supply into the power supply bay until it clicks and locks in place (see Letter B).
6.7 Processor Replacement

Components Required:

e New 3" Gen Intel® Xeon® Scalable processor + included shipping tray
e Existing processor carrier clip
e Existing processor heat sink + new thermal interface material (TIM)

Note: Heat sinks are shipped pre-installed with TIM type Honeywell* PTM7000.

Required Tools and Supplies

e Anti-static wrist strap and conductive workbench pad (recommended)
e ESD Gloves (recommended)
e T-30 Torx* screwdriver
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6.7.1 Processor Heat Sink Module (PHM) and Processor Removal

©ONOOUAWN =

Ref #: CYP42412

Figure 127. PHM Assembly Removal from Processor Socket

Power off the system and disconnect the power cable(s).

Remove the system top cover (see Section 6.1.17).

Remove the air duct (see Section 6.2.1).

Ensure all four heat sink anti-tilt wires are in the outward position (see Letter A).

Then fully unscrew all four heat sink fasteners in any order (see Letter B).

Set all four anti-tilt wires on the heat sink to the inward position (see Letter C).

Lift the PHM straight up off the server board (see Letter D).

After removing the PHM, visually inspect that the socket is free of damage or contamination.

Caution: If debris is observed, blow it away gently. Do not use tweezers or any other hard tools to remove
the debris.

If not replacing the processor, reinstall the socket cover.

Protective
Cover

gl
pm}w

Figure 128. Reinstall the Socket Cover

a. Squeeze the finger grips at each end of the cover (see Letter A in above figure) and carefully
lower the cover on the socket (see Letter B), then release finger grips.
b. Ensure socket cover is locked in place.

Caution: Do not press the center of the socket cover.
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CYP42420
Figure 129. Processor Removal from PHM Assembly

10. Place the PHM, bottom side up, on a flat surface.

11. While holding down the PHM, rotate the lever (see Letter A) from left to right until the processor lifts
from the processor carrier clip.

12. While holding the processor carrier clip, carefully lift the processor and slide it out of the processor
carrier clip (see Letter B).

CYP42431

Figure 130. Processor Carrier Clip Removal from PHM Assembly

13. Return the lever to the original position (see Letter C).
14. Unlatch the tab on each corner of the processor carrier clip and lift the clip up to remove the processor
carrier clip from the heat sink (see Letter D).

6.7.2 PHM and Processor Installation

To properly assemble the PHM and install it to the server board, the procedures described in the following
sections must be followed in the order specified. These instructions assume that all the PHM components
are new and the Thermal Interface Material (TIM) is already applied to the bottom of the heat sink.

6.7.2.1 Processor Heat Sink Module (PHM) Assembly

Caution: Wear ESD gloves to prevent electrostatic damage and oxidation or foreign material on processor
package and land pads.

Note: The label on the heat sink refers to PHM installation onto the server board. It does not refer to the
PHM assembly process.
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Processor
Carrier Clip

Processor Carrier

Clip Tab
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Processor
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Figure 131. Installing Processor Carrier Clip onto Processor — Part 1

1. Place the processor carrier clip on top of the processor while it is still on the tray.

2. Ensure the Pin 1 indicator on the processor carrier clip is aligned with the Pin 1 indicator of the
processor.

CYP41851

Figure 132. Installing Processor Carrier Clip onto Processor — Part 2

3. Gently press down on two opposite sides at a time of the processor carrier clip until it clicks into place.
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DAMAGE CAUTION
HEAT SINK

TO PREVENT STRUCTURAL DAMAGE  T0op VIEW
HOLD THE HEAT SINK AS SHOWN. CYP42360

HEAT SINK
TOP VIEW

Figure 133. Removing Heat Sink from its Packaging

4. Remove the heat sink from its packaging. To avoid damage to the heat sink, grasp it by its narrower top
and bottom edges.

CYP41260

Figure 134. Processor Heat Sink Anti-tilt Wires in the Outward Position

5. Set the anti-tilt wires to the outward position.
6. Turn the heat sink over and place it bottom side up on a flat surface.
7. Remove the plastic protective film from the Thermal Interface Material (TIM).
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Heat Sink
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(Corner cut-out)
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Indicator CYP42370

Figure 135. Pin 1 Indicator of Processor Carrier Clip

8. Align Pin 1 indicator of processor carrier clip with the corner cut-out on the heat sink.

Note: For the standard 2U or 1U heat sink, there are two cut-out corners; either can be used to align Pin 1
indicators.

9. Gently press down the heat sink onto the processor carrier clip until it clicks into place.
10. Ensure all four heat sink corners are securely latched to the carrier clip tabs.

6.7.2.2 Processor Installation

Caution: Do not touch the socket pins. The pins inside the processor socket are extremely sensitive. A
damaged processor socket may produce unpredictable system errors.

Protective
Cover

Processo e
Socket .
‘\‘\

Figure 136. Socket Protective Cover Removal

1. Remove the protective cover by squeezing the finger grips (see Letter A) and pulling the cover up
(see Letter B).
2. Ensure the socket is free of damage or contamination before installing the PHM.

Caution: If debris is observed, blow it away gently. Do not remove it manually, such as with tweezers.
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Figure 137. PHM Alignment with Socket Assembly

3. Align Pin 1 indicators of the processor carrier clip and processor with Pin 1 indicator on the bolster plate.

Caution: Processor socket pins are delicate and bend easily. Use extreme care when placing the PHM
onto the processor socket. Do not drop it.

Ref #: CYP42391

Figure 138. PHM Installation onto Server Board

4. Set all four anti-tilt wires on the heat sink to the inward position (see Letter A).
5. Holding the PHM horizontally, carefully lower it on to the bolster plate’s alignment pins (see Letter B).
6. Set all four anti-tilt wires on the heat sink to the outward position (see Letter C).
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CAUTION

DO NOT
OVER-TIGHTEN
FASTENERS

(YP42400 7=
Figure 139. Tighten Heat Sink Fasteners

7. Tighten the heat sink fasteners using a T30 Torx* screwdriver to 8 in-lb. No specific sequence is needed
for tightening.

8. Reinstall the air duct (see Section 6.2.2).

9. Reinstall system top cover (see Section 6.1.2).

Important: Do not install a processor heat sink on an empty socket. Also, only install a socket cover on an
empty socket

6.8 Drive Removal, Installation, and Assembly

The Intel® Server System M50CYP2UR family has front drive bay options that support 2.5” form factor drives
(Solid State Drives only) or 3.5" form factor hard disk drives. Additionally, 7 mm thick SSDs with a form factor
of 2.5" are supported when used in conjunction with the supplied drive blank for 2.5" bays. Each storage
drive that interfaces with a backplane is mounted to a tool-less hot swap drive mounting rail (2.5" drive) /
drive carrier (3.5” drive).

This section provides instructions for drive removal from the chassis, drive installation into the chassis, and
drive assembly for specific types of supported drives. For drive population rules, see the Intel® Server System
M50CYP2UR Family Technical Product Specification (TPS).

The Intel® Server System M50CYP2UR family has front drive bay chassis options that support
e 2.5" form factor drives (Solid State Drives only) or
e 3.5" form factor hard disk drives with the option to support 2.5" SSDs.

Required Tools and Supplies

e Anti-static wrist strap and conductive workbench pad (recommended)
e Phillips* head screwdriver #1
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2.5" Drive Bays

The following figure identifies the 2.5” drive bay components.

Lever Release
Button

Drive Bay

Drive Extraction
Lever cvpazara

Figure 140. 2.5"” Drive Bay Components

Note: To ensure proper system airflow requirements, all front drive bays must be populated with either a
drive or supplied drive blank.

Note: The 2.5" drive rails in the system are not removable. They slide out so that the storage drives can be
installed or removed in/from them. When sliding out a drive mounting rail from the system, only pull it as
much as it allows without forcing it.

3.5" Drive Bays

The following figure identifies the 3.5” drive bay components.

Drive
Carrier

Lever Release !
Button

Drive
Extraction / Insertion

” . Lever
Drive Carrier

LEDs

CYP42483

Figure 141. 3.5"” Drive Bay Components

Note: To ensure proper system airflow requirements, all front drive bays must be populated with a drive
carrier. Drive carriers must be populated with either a drive or supplied drive blank.

Note: The 3.5" drive carrier must be completely removed from the chassis to install a drive into the drive
carrier.
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6.8.1 2.5" SSD Drive Removal

Figure 142. Drive Removal

1. Press the button on the drive extraction lever to release it (see Letter A).
Using the lever, pull the drive mounting rail part way out of the drive bay (see Letter B).

Note: The 2.5" drive mounting rail cannot be pulled all the way out of the chassis. Only pull it as much as
it allows without forcing it.

3. Remove the drive (or drive blank) from the drive mounting rail (see Letter C).

6.8.2 2.5" SSD Drive Assembly for 7 mm Drives

The Intel® Server System M50CYP2UR family supports 2.5" SSDs with 7 mm of thickness when used in
conjunction with the supplied blanks. The supplied blank for 2.5" bays has two parts: top and bottom. The
top part must be attached to the 7 mm drive to fit properly inside the 2.5" bay. The following provides
instructions to attach the supplied blank part to a 7 mm thick SSD. The 2.5" SSDs with 15-mm thick drive do
not require any assembly with the top part of the drive blank.

Blank Top =@
Blank Bottom

Figure 143. Separating Top and Bottom Parts of Drive Blank

1. Remove the drive blank from the system (see Section 6.8.1).
2. Press the handles at the bottom part of the drive blank (see Letter A).
3. Separate the top and bottom parts while pressing the handles (see Letter B).

109



Intel® Server System M50CYP2UR Family System Integration and Service Guide

Drive Blank Top

Figure 144. Attaching the Drive Blank to 7 mm SSD

4. Insertthe 2.5" 7 mm SSD drive into the top part of the drive blank as shown in the above figure.

Note: Inserting it in the opposite direction could potentially scratch the gold fingers of the SSD
connector.

6.8.3 2.5" SSD Drive Installation

CYP42532

Figure 145. 2.5" 7 mm Drive Outside Chassis, Ready for Installation

Figure 146. 2.5” 7 mm Drive Installation into Chassis
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CYP42551 L

Figure 147. 2.5” 15 mm Drive Outside Chassis, Ready for Installation

CYPazea2

Figure 148. 2.5” 15 mm Drive Installation into Chassis

Ensure the lever is in the open position and the drive mounting rail is pulled halfway out.

Align the drive assembly with the open drive bay.

Insert the assembled 7-mm thick drive (or non-assembled 15-mm thick drive) into the drive bay
(see Letter A).

Note: Intel recommends holding the drive with one hand while holding the lever with the other hand.

Push forward until the drive contacts with the backplane.
Complete the drive installation by closing the drive extraction lever until it locks into place (see Letter C).
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6.8.4 3.5" Drive Carrier Removal

Figure 149. 3.5" Drive Removal
1. Press the button on the drive extraction lever to release it (see Letter A).
2. Using the lever, pull the carrier from the drive bay all the way out (see Letter B).

6.8.5 3.5" HDD Drive Assembly

Low Height
J‘ Side

CRROO1 CRRO20

Drive Blank Removal Drive Removal
Figure 150. 3.5” Drive Assembly - Drive Blank / Drive Removal

1. Hold the drive assembly top side down in your right hand.
2. Using your left hand, gently rotate the bottom edge of the left rail upwards (see Letter A) while at the
same time pushing the drive or drive blank down away from the carrier (see Letter B).
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Drive Carrier
Mounting Tabs
(Full Height Side)

CROO7

Figure 151. 3.5” Drive Assembly - Drive Installation to Carrier

w

Position the rear drive connector towards the back of the drive carrier.

4. Align and position the mounting holes on the left side of the drive over the mounting tabs on the drive
carrier side rail (see Letter A).

5. Lower the other side of the drive into the carrier and press down until all mounting tabs lock in place.

6.8.6 Assembly of 2.5” SSD Drive into a 3.5" Drive Carrier
The 3.5" drive blank can also be used to mount a 2.5” SSD.

Note: Due to degraded performance and reliability concerns, the use of the 3.5" drive blank as a 2.5" drive
bracket is intended to support SSD type storage devices only. Installing a 2.5" hard disk drive into the 3.5"
drive blank is not supported.

1. Remove the drive blank from the drive carrier. See steps 1 and 2 of Section 6.8.4.

»
G chroos

Figure 152. 3.5" Drive Carrier to 2.5” SSD Bracket - Tab Removal and Mount SSD to Bracket

2. Break off the small side tab from the side of the drive blank, making the drive blank into a 2.5" drive
bracket (see Letter A).

Note: Once the side tab is removed, it cannot be re-attached to the drive blank.

3. Mount and secure a 2.5" SSD to the drive bracket using two screws at the locations shown above
(see Letter B). Tighten to 8 in-lb.
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Figure 153. 3.5" Drive Carrier to 2.5” SSD Bracket — Mount Bracket Assembly to Carrier

4. Position the rear drive connector towards the back of the drive carrier

5. Align and position the mounting holes on the left side of the drive bracket over the mounting tabs on the
drive carrier side rail (see Letter E).

6. Lower the other side of the drive into the carrier and press down until all mounting tabs lock in place (see
Letter F).

7. Turn the drive assembly over.

Figure 154. 3.5" Drive Carrier to 2.5" SSD Bracket — Secure SSD to Carrier

8. Using two screws, secure the SSD to the carrier side rail (see Letter G). Tighten to 8 in-lb.
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6.8.7 3.5" Drive Carrier Installation

Figure 155. 3.5" drive Assembly Installation

1. Align the drive assembly (drive and drive carrier) with the open drive bay.

2. With the lever in the open position, insert the drive assembly into the drive bay (see Letter A) and push
forward until the drive contacts the backplane.

3. Complete the drive assembly installation by closing the drive extraction/insertion lever until it locks into
place (see Letter B).
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6.9 Backplane Replacement

The base model for the Intel® Server System M50CYP2UR family comes with either an 8 x 2.5" backplane or
12 x 3.5" backplane. The 8 x 2.5" backplane can support up to eight SAS/SATA/PCle NVMe drives. The 12 x
3.5" backplane can support any combination between eight SAS/SATA drives plus four NVMe* drives and
twelve SAS/SATA drives.

6.9.1 8 x 2.5" Backplane
Required Tools and Supplies

e Anti-static wrist strap and conductive workbench pad (recommended)
e Phillips* head screwdriver #1

CYP40801

Figure 156. 8 x 2.5” Backplane Removal

Power off the system and remove power cable(s).

Remove the system top cover (see Section 6.1.1).

Remove the air duct (see Section 6.2.1).

Remove all drives and drive blanks from the front drive bays.

Disconnect all cables from the backplane.

Remove the fastener screw securing the backplane to the drive bay (see Letter A).

Slide the backplane up from the bottom of the chassis (see Letter B).

Detach the backplane from the guide pins shown by the orange lines in the above figure to remove the
backplane.

©ONOUTRAEWN =
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e >
Figure 157. 8 x 2.5" Backplane Installation

Locate the replacement backplane.

Note: Hold the backplane only by the edges. Do not push or pull on any components on the backplane.

Align and secure the holes in the backplane to the guide pins on the chassis as shown by the orange
lines.

. Slide the backplane down to lock it into place (see Letter A)
12.
13.
14.
15.

Secure the backplane with the fastener screw as shown (see Letter B).
Reinstall the drives and/or drive blanks as needed.

Reinstall the air duct (see Section 6.2.2).

Reinstall system top cover (see Section 6.1.2).
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6.9.2 12 x 3.5" Backplane Installation
Required Tools and Supplies

e Anti-static wrist strap and conductive workbench pad (recommended)
e Phillips* head screwdriver #1

CYP40771

Figure 158. 12 x 3.5” Backplane Removal

Power off the system and remove the power cable(s).

Remove the system top cover (see Section 6.1.1).

Remove the air duct (see Section 6.2.1).

Remove all drives and drive blanks from the front drive bays).

Disconnect all cables from the backplane.

Remove all fastener screws securing the backplane to drive bay (see Letter A).

Slide the backplane up from the bottom of the chassis and remove the backplane from the server chassis
(see Letter B).

Noukrwn 2
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Figure 159. 12 x 3.5” Backplane Installation

8. Locate the replacement backplane

Note: Hold the backplane only by the edges. Do not push or pull on any components on the backplane.

9. Position the backplane in alignment to the server system guides at the front of the server system.
10. Slide the backplane down to lock it into place (see Letter A).

11. Secure the backplane with the fastener screws as shown (see Letter B).

12. Reinstall the drives and/or drive blanks as needed.

13. Reinstall the air duct (see Section 6.2.2).

14. Reinstall the system top cover (see Section 6.1.2)

6.9.3 8 x 2.5" Backplane and 12 x 3.5" Backplane Cabling

Each installed NVMe* drive must have PCle* signals cabled to the appropriate backplane SlimSAS connector
from any of the following PCle* signal sources:

e Available server board x4 PCle* SlimSAS* connectors
e Optional tri-mode RAID add-in card
e NVMe* riser card with SlimSAS* connectors

Each installed SAS/SATA drive must have SAS/SATA signals cabled to the appropriate backplane SAS/SATA
connector from any of the following sources:

¢ Auvailable server board two 4-port Mini-SAS HD connectors
e Optional tri-mode RAID add-in card
e SAS/SATA Raid module

Available riser cards, PCle* SlimSAS cables, and SAS interposer card, along with the accessory kits, are sold
separately from the system. See the Intel® Server M50CYP Family Configuration Guide to determine
appropriate cables necessary to match the desired NVMe* and SAS/SATA drive configuration to a specified
source. Cables identified in the configuration guide are optimized to provide the cleanest cable routing.
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The following procedure should be followed when installing data cables from a backplane to a PCle* or
SAS/SATA source.

1. Ifiinstalled, removed the system fan assembly (see Section 6.3).

2. Locate the PCle* SlimSAS or SAS/SATA cable that supports the desired NVMe or SAS/SATA drive
configuration and signal source.

3. Attach one end of the cable to the matching PCle*_SSD SlimSAS or SAS/SATA connectors on the
backplane.

4. All cables, except the cables routed to the server board SlimSAS connectors, are routed to the nearest
chassis sidewall. The cables routed to the server board SlimSAS connectors are routed beneath the
system fan assembly.

5. Connect the other end of the PCle* SLimSAS or SAS/SATA cable to the appropriate signal source (server
board or optional sources).

6. If no more cables are to be installed, reinstall the system fan assembly (See Section 6.3).

6.10 System Battery Replacement
Required Tools and Supplies

e Anti-static wrist strap and conductive workbench pad (recommended)

Figure 160. Replacing the System Battery

Remove the system top cover (see Section 6.1.1).

Remove the air duct (see Section 6.2.1).

If present, remove riser card assemblies above the battery location (see Section 3.3).

Locate the battery on the server board (see Figure 160).

Gently press the metal clip as shown to release the battery (see Letter A).

Remove the battery from the plastic socket (see Letter B).

Dispose of the battery according to local laws.

Remove the new lithium battery from its package and, being careful to observe the correct polarity,
insert it into the battery socket.

9. Reinstall riser card assemblies if needed (see Section 3.3).

10. Reinstall the air duct (see Section 6.2.2).

11. Reinstall the system top cover (see Section 6.1.2).

12. Use the <F2> BIOS Setup Utility to restore BIOS Settings and reset the system time and date.
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6.11 Server Board Replacement

Required Tools and Supplies

OoOoNOGTH»WN =

e Anti-static wrist strap and conductive workbench pad (recommended)
e Phillips* head screwdriver #2

RS P S PR

CYP10301

Figure 161. Server Board Removal

Power off system and remove power cords from each power supply module installed.
Disconnect all externally attached cables.

Remove the system top cover (see Section 6.1.17).

Remove the air duct (see Section 6.2.1).

Remove power supply modules (see Section 6.6).

Remove the system fan assembly (see Section 6.4).

Disconnect all cables attached to add-in cards and I/O modules.

Remove riser card assemblies (see Section 3.3.1).

Remove all options installed onto the server board including (if installed): TPM Module, M.2 SSD,
Internal-mounted U.2 SSD, Intel® VROC 7.5 key, OCP* adapter, midplane card, Intel® SAS interposer card,
SAS RAID module, and Intel® SAS expander card.

10. Remove processors (see Section 6.7).

11. Remove all DIMMs (see Section 6.5).

12. Disconnect and clear from the server board area all cables attached to connectors on the server board.
13. Remove 16 screws used to secure the server board to the chassis (see Letter ‘A’).

14. Slide the server board slightly towards the front of the chassis to disengage from the chassis cut-outs the

connectors on the rear edge of the board.

15. Carefully lift the server board from the chassis and place it into an anti-static bag.
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Figure 162. Server Board Installation

16. Verify that all cables are clear of the area in which the server board will be installed.
17. Remove the server board from its anti-static bag
18. Carefully lower the server board into the chassis.

19. Slide the server board slightly towards the back of the chassis until the VGA port goes through the cut-
out on the rear panel and the screw holes align with the chassis standoffs (see Letter A).
20. Fasten the server board to the chassis using all the screws (see Letter B). Tighten to 5 in-lb.

271. Re-attach all cables previously removed from the server board.

22. Install processor(s) (see Section 6.7).

23. Install DIMMs (see Section 6.5).

24. Reinstall all options previously removed from the server board.

25. Reinstall riser card assemblies (see Section 3.3.4).

26. Re-attach all internal cables previously detached from add-in cards and I/O modules.
27. Reinstall the system fan assembly (see Section System Fan Assembly Replacement).
28. Reinstall the power supply module(s) (see Section 6.6).

29. Reinstall the air duct (see Section 6.2.2).

30. Reinstall the system top cover (see Section 6.1.2).
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Appendix A. Getting Help

Available Intel support options with your Intel Server System:

1. 24x7 support through Intel’s support webpage at

https://www.intel.com/content/www/us/en/support/products/1201/server-products.html

Information available at the support site includes:

e Latest BIOS, firmware, drivers, and utilities
e Product documentation, setup, and service guides

e Full product specifications, technical advisories, and errata
e Compatibility documentation for memory, hardware add-in cards, and operating systems

e Server and chassis accessory parts list for ordering upgrades or spare parts

e A searchable knowledge base to search for product information throughout the support site

Quick Links:

Use the following links for
support on Intel Server
Boards and Server
Systems

Download Center

http://www.intel.com/support/dow

BIOS Support Page

http://www.intel.com/support/server

nloadserversw

bios

Troubleshooting Boot Issue
-
L]

http://www.intel.com/support/tsbo
ot

Use the following links for
support on Intel® Data
Center Block (DCB)
Integrated Systems*

* Intel DCB comes pre-
populated with
processors, memory,
storage, and peripherals
based on how it was
ordered through the Intel
Configure to Order tool.

Download Center

http://www.intel.com/support/d

Technical Support Documents

http://www.intel.com/support/dcb

ownloaddcbsw

Warranty and_Su pport Info

e

http://www.intel.com/support/dcb
warranty

2. If asolution cannot be found at Intel’s support site, submit a service request via Intel's online service

center at https://supporttickets.intel.com/servicecenter?lang=en-US . In addition, you can also view
previous support requests. (Login required to access previous support requests)

3. Contact an Intel support representative using one of the support phone numbers available at
https://www.intel.com/content/www/us/en/support/contact-support.ntml (charges may apply).

Intel also offers Partner Alliance Program members around-the-clock 24x7 technical phone support on
Intel® server boards, server chassis, server RAID controller cards, and Intel® Server Management at
https://www.intel.com/content/www/us/en/partner-alliance/overview.html

Note: The 24x7 support number is available after logging in to the Intel Partner Alliance website.

Warranty Information

To obtain warranty information, visit http://www.intel.com/p/en_US/support/warranty.
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Appendix B. Internal Cable Routing Channels

The system provides cable routing channels along each chassis sidewall. Cables should not be routed

directly in front of the system fans. Cables should not be routed through the center of the server board
between the memory slots and processor sockets.

Note: The system fan assembly must be removed before routing cables.
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Figure 163. System Cable Routing Channels
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Appendix C. General Memory Population Rules

In the Intel® Server System M50CYP2UR family, a total of 32 DIMM slots are provided — two processors, eight
memory channels per processor, and two DIMMs per channel. The following figure identifies DIMM slots on
the server board.

Note: All black DIMM slots must be populated with either DIMMs or supplied DIMM blanks. All system
configurations ship from Intel with DIMM blanks pre-installed. Pre-installed DIMM blanks should only be
removed when installing a memory module in its place.
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Figure 164. Intel® Server System M50CYP2UR Family Memory Slot Layout

DDR4 DIMM Population Rules

Note: Although mixed DDR4 DRAM DIMM configurations are supported, Intel only performs platform
validation on systems that are configured with identical DIMMs installed.

The following memory population rules apply when installing DDR4 DIMMs:

Mixing rules:

@)

O
O

Mixing DDR4 DIMMs of different frequencies and latencies is not supported within or across
processors. If a mixed configuration is encountered, the BIOS attempts to operate at the highest
common frequency and the lowest latency possible.

x4 and x8 width DDR4 DIMMs may be mixed in the same channel.

Mixing of DDR4 DIMM types (RDIMM, LRDIMM, 3DS-RDIMM, 3DS-LRDIMM) within or across
processors is not supported. This condition is a Fatal Error Halt in Memory Initialization.

For a single DDR4 DIMM in a dual-slot channel, populate slot 1 (blue slot).
For multiple DDR4 DIMMs per channel:

@)

When populating a quad-rank DDR4 DIMM with a single- or dual-rank DDR4 DIMM in the same
channel, the quad-rank DDR4 DIMM must be populated farthest from the processor. Incorrect
DDR4 DIMM placement results in an MRC error code. A maximum of 8 logical ranks can be used
on any one channel, as well as a maximum of 10 physical ranks loaded on a channel.

For RDIMM, LRDIMM, 3DS-RDIMM, and 3DS-LRDIMM, always populate DIMMs with higher
electrical loading in slot 1 (blue slot) followed by slot 2 (black slot).
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All operating modes:
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Memory slots associated with a given processor are unavailable if the corresponding processor
socket is not populated.

Processor sockets are self-contained and autonomous. However, all memory subsystem support
(such as memory RAS and error management) in the BIOS Setup are applied commonly for each
installed processor.

For best system performance, memory must be installed in all eight channels for each installed
processor.

For best system performance in dual processor configurations, installed DDR4 DIMM type and
population for DDR4 DIMMs configured to CPU 1 must match DDR4 DIMM type and population
configured to CPU 0.

Intel® Optane™ Persistent Memory 200 Series Module Rules

Only Intel® Optane™ persistent memory 200 series modules are supported.

Intel® Optane™ persistent memory 200 series modules of different capacities cannot be mixed within

or across processor sockets.

Memory slots supported by the Integrated Memory Controller O (IMC 0) (memory channels A and B)

of a given processor must be populated before memory slots on other IMCs.

For multiple DIMMs per channel:

o Only one Intel® Optane™ persistent memory 200 series module is supported per memory channel.

o Intel® Optane™ persistent memory 200 series modules are supported in either DIMM slot when
mixed with LRDIMM or 3DS-LRDIMM.

o Intel® Optane™ persistent memory 200 series modules are only supported in DIMM slot 2 (black
slot) when mixed with RDIMM or 3DS-RDIMM.

No support for SDRAM SRx8 DIMM that is populated within the same channel as the Intel® Optane™

persistent memory 200 series module in any operating mode.

Ensure the same DDR4 DIMM type and capacity is used for each DDR4 + Intel® Optane™ persistent

memory 200 series module combination.

Memory mode:

Populate each memory channel with at least one DDR4 to maximize bandwidth.
Intel® Optane™ persistent memory 200 series modules must be populated symmetrically for each
installed processor (corresponding slots populated on either side of the processor).

App Direct mode:
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Minimum of one DDR4 DIMM per IMC (IMC 0, IMC 1, IMC 2 and IMC 3) for each installed processor.
Minimum of one Intel® Optane™ persistent memory 200 series module for the board.

Intel® Optane™ persistent memory 200 series modules must be populated symmetrically for each
installed processor (corresponding slots populated on either side of the processor).
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Table 5. Intel® Optane™ Persistent Memory 200 Series Module Support Guidelines

Processor SKU Level DIMM Capacity (GB) Speed (MT/s)
Silver 4300 processors ;;2 2666
(Silver 4314 processor SKU only) =12 2400
128 2933
Gold 5300 processors 256 2666
512 2400
128 3200
256
2933
Gold 6300 processors
Y 512 2666
2400
128 3200
256
2933
Platinum 8300 processors
p 512 2666
2400

Table 6. Standard DRAM DIMMs Compatible with Intel® Optane™ Persistent Memory 200 Series Module

Type

Ranks per DIMM and

DIMM Size (GB)

Data Width 8 Gb DRAM density 16 Gb DRAM density
SR x8 N/A N/A
RDIMM SRa 16 i
(PTH - up to 2933 MT/s)
(SMT - up to 3200 MT/s) DR x8 16 32
DR x4 32 64
3DS-RDIMM QR x4 N/A 128 (2H)
(PTH - up to 2933 MT/s)
(SMT - up to 3200 MT/s) OR x4 N/A 256 (4H)
LRDIMM
(PTH/SMT - up to 3200 MT/s) QR x4 64 128
QR x4 N/A
3DS-LRDIMM N/A
(PTH/SMT - up to 3200 MT/s) OR x4 N/A 256 (4H)

Note: SR = Single Rank, DR = Dual Rank, QR = Quad Rank, OR = Oct Rank, H = Stack Height, PTH = Plated
Through Hole, SMT = Surface-Mount Technology
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Appendix D. System Status LED Operating States and Definition

The server board includes a bi-color system status LED. The system status LED on the server board is tied
directly to the system status LED on the front panel (if present). This LED indicates the current health of the
server. Possible LED states include solid green, blinking green, solid amber, and blinking amber.

When the server is powered down (transitions to the DC-off state or S5), the BMC is still on standby power
and retains the sensor and front panel status LED state established before the power-down event.

When AC power is first applied to the system, the status LED turns solid amber and then immediately
changes to blinking green to indicate that the BMC is booting. If the BMC boot process completes with no
errors, the status LED changes to solid green.

Table 7. System Status LED State Definitions

LED State System State

BIOS Status Description

Off No AC Power to system

System is operating

Solid green normally.

System is operating in a
degraded state although
still functioning, or
Blinking system is operating in a
green redundant state but
with an impending
failure warning.

Blinking System is initializing
green and after source power is
amber

applied
alternativelv
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System power is not present.
System is in EuP Lot6 off mode.
System is in S5 soft-off state.

System is running (in SO State) and its status is healthy. The system is not
exhibiting any errors. Source power is present, BMC has booted, and
manageability functionality is up and running.

After a BMC reset, and in conjunction with the chassis ID solid on, the BMC is
booting Linux*. Control has been passed from BMC uBoot to BMC Linux*. The BMC
is in this state for roughly 10-20 seconds.

Redundancy loss such as power-supply or fan. Applies only if the associated
platform subsystem has redundancy capabilities.

Fan warning or failure when the number of fully operational fans is less than the
minimum number needed to cool the system.

Non-critical threshold crossed — Temperature (including HSBP temp), voltage,
input power to power supply, output current for main power rail from power
supply and Processor Thermal Control (Therm Ctrl) sensors.

Power supply predictive failure occurred while redundant power supply
configuration was present.

Unable to use all installed memory (more than 1 DIMM installed).

Correctable Errors over a threshold and migrating to a spare DIMM (memory
sparing). This indicates that the system no longer has spared DIMMs (a
redundancy lost condition). Corresponding DIMM LED lit.

In mirrored configuration, when memory mirroring takes place and system loses
memory redundancy.

Battery failure.

BMC executing in uBoot. (Indicated by Chassis ID blinking at 3 Hz while Status
blinking at 1 Hz). System in degraded state (no manageability). BMC uBoot is
running but has not transferred control to BMC Linux*. Server will be in this state
6-8 seconds after BMC reset while it pulls the Linux* image into flash.

BMC Watchdog has reset the BMC.

Power Unit sensor offset for configuration error is asserted.

SSD Hot Swap Controller is off-line or degraded.

PFR in the process of updating/authenticating/recovering when source power is
connected, system firmware being updated.
System not ready to take power button event/signal.
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LED State System State BIOS Status Description
Critical threshold crossed - Voltage, temperature (including HSBP temp), input
power to power supply, output current for main power rail from power supply and
System is operating in a PROCHOT (Therm Ctrl) sensors.
degraded state with an VRD Hot asserted. .
Blinking impending failure Minimum number of fans to cool the system not present or failed.
amber warning, although still Hard drive fault.
functioning. System is Power Unit Redundancy sensor - Insufficient resources offset (indicates not
likely to fail. enough power supplies present).
In non-sparing and non-mirroring mode, if the threshold of correctable errors is
crossed within the window.
Invalid firmware image detected during boot up or firmware update.
Processor CATERR signal asserted.
MSID mismatch detected (CATERR also asserts for this case).
CPU 0 is missing.
Processor Thermal Trip.
No power good — power fault.
DIMM failure when there is only 1 DIMM present and hence no good memory
present.
Runtime memory uncorrectable error in non-redundant mode.
DIMM Thermal Trip or equivalent.
SSB Thermal Trip or equivalent.
Critical/non-recoverable Processor ERR2 signal asserted.
Solid amber - system is halted. Fatal BMC/Video memory test failed. (Chassis ID shows blue/solid-on for this condition.)

alarm - system has
failed or shut down.

Both uBoot BMC firmware images are bad. (Chassis ID shows blue/solid-on for this
condition.)

240 VA fault.

Fatal Error in processor initialization:

Processor family not identical

Processor model not identical

Processor core/thread counts not identical

Processor cache size not identical

Unable to synchronize processor frequency

Unable to synchronize QPI link frequency

BMC fail authentication with non-recoverable condition, system hang at T-1; boot
PCH only, system hang; PIT failed, system lockdown.

O 0O O O O O
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Appendix E. POST Code Diagnostic LED Decoder

As an aid in troubleshooting a system hang that occurs during a system POST process, the server board
includes a bank of eight POST code diagnostic LEDs on the back edge of the server board.

During the system boot process, Memory Reference Code (MRC) and system BIOS execute a number of
memory initialization and platform configuration routines, each of which is assigned a hex POST code
number.

As each process is started, the given POST code number is displayed to the POST code diagnostic LEDs on
the back edge of the server board.

During a POST system hang, the displayed POST code can be used to identify the last POST routine that was
run before the error occurred, helping to isolate the possible cause of the hang condition.

Each POST code is represented by eight LEDs, four green LEDs and four amber LEDs. The POST codes are
divided into two nibbles, an upper nibble and a lower nibble. The upper nibble bits are represented by
amber diagnostic LEDs and the lower nibble bits are represented by green diagnostics LEDs. If the bit is set,
the corresponding LED is lit. If the bit is clear, the corresponding LED is off. For each set of nibble bits, LED O
represents the least significant bit (LSB) and LED 3 represents the most significant bit (MSB).

LSB 0 1 2 3
u g u u Lower Nibble

Iélggl% Opper Nibble
I4 5 6 7IMSB

Figure 165. Onboard POST Diagnostic LEDs

Note: Diagnostic LEDs are best read and decoded when viewing the LEDs from the back of the system.

In the following example, the BIOS sends a value of AC to the diagnostic LED decoder. The LEDs are decoded
as shown in the following table.
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Table 8. POST Progress Code LED Example

Upper Nibble AMBER LEDs Lower Nibble GREEN LEDs
LEDs MSB LSB
LED #7 LED #6 LED #5 LED #4 LED #3 LED #2 LED #1 LED #0

8h 4h 2h 1h 8h 4h 2h 1h
Status ON OFF ON OFF ON ON OFF OFF
Read | Binary 1 0 1 0 1 1 0 0
Value Hexadecimal Ah Ch

Result ACh

Upper nibble bits = 1010b = Ah; Lower nibble bits = 1100b = Ch; the two Hex Nibble values are combined to

create a single ACh POST Progress Code.

E.1

Early POST Memory Initialization MRC Diagnostic Codes

Memory initialization at the beginning of POST includes multiple functions: discovery, channel training,
validation that the DIMM population is acceptable and functional, initialization of the IMC and other
hardware settings, and initialization of applicable RAS configurations.

The MRC progress codes are displayed to the diagnostic LEDs that show the execution point in the MRC

operational path at each step.

Table 9. Memory Reference Code (MRC) Progress Codes

Post Code Upper Nibble Lower Nibble
(Hex) 8h  4h 2h 1h | 8h  4h | 2h 1h Description
BO 1 0 1 1 0 0 0 0 Detect DIMM population
B1 1 0 1 1 0 0 0 1 Set DDR4 frequency
B2 1 0 1 1 0 0 1 0 Gather remaining SPD data
B3 1 0 1 1 0 0 1 1 Program registers on the memory controller level
B4 1 0 1 1 0 1 0 0 Evaluate RAS modes and save rank information
B5 1 0 1 1 0 1 0 1 Program registers on the channel level
B6 1 0 1 1 0 1 1 0 Perform the JEDEC defined initialization sequence
B7 1 0 1 1 0 1 1 1 Train DDR4 ranks
1 0] 0] 0] 0] 0] 0] 0 1 Train DDR4 ranks
2 0 0 0] 0 0 0 1 0 | Train DDR4 ranks — Read DQ/DQS training
3 0] 0] 0 0 0] 0 1 1 Train DDR4 ranks — Receive enable training
4 0] 0] 0] 0] 0] 1 0] 0 | Train DDR4 ranks — Write DQ/DQS training
5 0 0 0 0 0] 1 0 1 Train DDR4 ranks — DDR channel training done
B8 1 0] 1 1 1 0 0 0 Initialize CLTT/OLTT
B9 1 0 1 1 1 0 0 1 Hardware memory test and init
BA 1 0] 1 1 1 0 1 0 Execute software memory init
BB 1 0 1 1 1 0 1 1 Program memory map and interleaving
BC 1 0 1 1 1 1 0 0 Program RAS configuration
BE 1 0 1 1 1 1 1 0 Execute BSSA RMT
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PostCode |  UpperNibble |  LowerNibble |
Hex) |[8n 4h 2n 1h |8 4n 20 n | Description
Bf |1 o 1 1|1 1 1 1 |MRCisdone

Should a major memory initialization error occur, preventing the system from booting with data integrity, a
beep code is generated, the MRC displays a fatal error code on the diagnostic LEDs, and a system halt
command is executed. Fatal MRC error halts do not change the state of the system status LED and they do
not get logged as SEL events. Table 10 lists all MRC fatal errors that are displayed to the diagnostic LEDs.

Note: Fatal MRC errors display POST error codes that may be the same as BIOS POST progress codes
displayed later in the POST process. The fatal MRC codes can be distinguished from the BIOS POST progress
codes by the accompanying memory failure beep code of three long beeps as identified in Table 10.

Table 10. Memory Reference Code (MRC) Fatal Error Codes

Post Code Upper Nibble Lower Nibble

Description
(Hex) 8h 4h 2h 1h | 8h 4h 2h  1h P

No usable memory error
01h = No memory was detected from SPD read, or invalid config that
causes no operable memory.

ES U U L 0 E 0 0 0 | o02h= Memory DIMMs on all channels of all sockets are disabled due to
hardware memtest error.
03h = No memory installed. All channels are disabled.
E9 1 1 1 0 1 0 0 1 Memory is locked by Intel® TXT and is inaccessible

DDR4 channel training error

01h = Error on read DQ/DQS (Data/Data Strobe) init
EA 1 1 1 0 1 0 1 0 | 02h = Error on Receive Enable

03h = Error on Write Leveling

04h = Error on write DQ/DQS (Data/Data Strobe

Memory test failure
EB 1 1 1 0 1 0 1 1 | 01h = Software memtest failure.
02h = Hardware memtest failed.

DIMM configuration population error

01h = Different DIMM types (RDIMM, LRDIMM) are detected installed in
the system.

02h = Violation of DIMM population rules.

ED U U L 0 L U 0 L 03h = The 3rd DIMM slot cannot be populated when QR DIMMs are
installed.
04h = UDIMMs are not supported.
05h = Unsupported DIMM Voltage.
EF 1 1 1 0 1 1 1 1 Indicates a CLTT table structure error
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E.2 BIOS POST Progress Codes

The following table provides a list of all POST progress codes.
Table 11. POST Progress Codes

Post Upper Nibble Lower Nibble
Code Description
(Hex) 8h ‘ 4h ‘ 2h | 1h | 8h 4h 2h 1h
Security (SEC) Phase
01 0] 0] 0] 0] 0] 0] 0] 1 First POST code after CPU reset
02 0 0] 0 0] 0] 0 1 0 Microcode load begin
03 0 0 0 0 0] 0 1 1 CRAM initialization begin
04 0 0] 0 0] 0] 1 0 0 PEI Cache When Disabled
05 0] 0] (0] 0] 0] 1 (0] 1 SEC Core At Power On Begin.
06 0] 0] 0 0] 0] 1 1 (0] Early CPU initialization during SEC Phase.
Intel® UPI RC (Fully leverage without platform change)
A1 1 0 1 0 0 0 0 1 Collect info such as SBSP, boot mode, reset type, etc.
A3 1 0 1 0 0 0 1 1 Setup minimum path between SBSP and other sockets
A6 1 0] 1 0] 0] 1 1 (0] Sync up with PBSPs
A7 1 0] 1 0] 0] 1 1 1 Topology discovery and route calculation
A8 1 0 1 0 1 0 0 0 Program final route
A9 1 0] 1 0] 1 0 0 1 Program final IO SAD setting
AA 1 0 1 0 1 0 1 (0] Protocol layer and other uncore settings
AB 1 0] 1 0] 1 0 1 1 Transition links to full speed operation
AE 1 0 1 0 1 1 1 0 Coherency settings
AF 1 0] 1 0] 1 1 1 1 KTl initialization done
Pre-EFI Initialization (PEI) Phase
10 0 0 0 1 0] 0] 0] 0] PEI Core
11 0] 0 0 1 0] 0 0 1 CPU PEIM
15 0] 0] 0 1 0] 1 0 1 Platform Type Init
19 0] 0 0 1 1 0 0 1 Platform PEIM Init
Integrated 1/0O (I10) Progress Code
EO 1 1 1 0 0 0 0 (0] lio Early Init Entry
E1 1 1 0] 0] 0] 0] 1 lio Pre-link Training
E2 1 1 1 0] 0] 1 (0] lio EQ Programming
E3 1 1 1 0] 0] 0] 1 1 lio Link Training
E4 1 1 1 0] 0] 1 0 (0] Internal Use
E5 1 1 1 0 0] 1 0 1 lio Early Init Exit
E6 1 1 1 0 0 1 1 0 lio Late Init Entry
E7 1 1 1 0 0] 1 1 1 lio PCle Ports Init
E8 1 1 1 0] 1 0] 0] 0] lio IOAPIC init
E9 1 1 1 0 1 0 0 1 lio VTD Init
EA 1 1 1 0] 1 0] 1 0] lio IOAT Init
EB 1 1 1 0 1 0 1 1 lio DXF Init
EC 1 1 1 0] 1 1 0] 0 lio NTB Init
ED 1 1 1 0 1 1 0 1 lio Security Init
EE 1 1 1 0 1 1 1 0 lio Late Init Exit
EF 1 1 1 0] 1 1 1 1 lio ready to boot
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Post Upper Nibble Lower Nibble
Code Description
(Hex) 8h 4h ‘ 2h | 1Th | 8h  4h | 2h 1h
MRC Progress Codes - At this point the MRC Progress Code sequence is executed.
31 0] 0] 1 1 0] 0 0 1 Memory Installed
32 0] 0] 1 1 0] 0] 1 (0] CPU PEIM (CPU Init)
33 0] 0] 1 1 0] 0] 1 1 CPU PEIM (Cache Init)
34 0] 0] 1 1 0] 1 0] (0] CPU BSP Select
35 0] 0] 1 1 0] 1 0] 1 CPU AP Init
36 0] 0] 1 1 0] 1 1 (0] CPU SMM Init
4F 0] 1 0] 0] 1 1 1 1 DXE IPL started
Memory Feature Progress Codes
c1 1 1 0 0] 0] 0 0 1 Memory POR check
Cc2 1 1 0 0] 0] 0 1 (0] Internal Use
c3 1 1 0 0 0 0 1 1 Internal Use
Cc4 1 1 0] 0] 0] 1 0] 0 Internal Use
C5 1 1 0 0 0 1 0 1 Memory Early Init
c6 1 1 0 0] 0] 1 1 0 Display DIMM info in debug mode
Cc7 1 1 0 0 0 1 1 1 JEDEC Nvdimm training
co 1 1 0 0] 1 0 0 1 Setup SVL and Scrambling
CA 1 1 0 0 1 0 1 (0] Internal Use
CB 1 1 0 0] 1 0 1 1 Check RAS support
cc 1 1 0] 0 1 1 0 (0] Pmem ADR Init
ch 1 1 0 0] 1 1 0 1 Internal Use
CE 1 1 (0] 0] 1 1 1 0 Memory Late Init
CF 1 1 0 0] 1 1 1 1 Determine MRC boot mode
DO 1 1 0] 1 0] 0] 0] 0] MKTME Early Init
D1 1 1 0] 1 0] 0] 0] 1 SGX Early Init
D2 1 1 0 1 0 0 1 0 Memory Margin Test
D3 1 1 0 1 0 0 1 1 Internal Use
D5 1 1 0] 1 0] 1 0] 1 Internal Use
D6 1 1 0] 1 0] 1 1 0 Offset Training Result
Driver Execution Environment (DXE) Phase
60 0] 1 1 0 0] 0 0 (0] DXE Core started
62 0] 1 1 0] 0] 0] 1 0] DXE Setup Init
68 0] 1 1 0 1 0 0 0 DXE PCI Host Bridge Init
69 0] 1 1 0] 1 0] 0] 1 DXE NB Init
6A 0] 1 1 0 1 0 1 (0] DXE NB SMM Init
70 0] 1 1 1 0] 0] 0] 0 DXE SB Init
71 0] 1 1 1 0] 0] 0] 1 DXE SB SMM Init
72 0 1 1 1 0 0 1 0 DXE SB devices Init
78 0] 1 1 1 1 0] 0] 0] DXE ACPI Init
79 0] 1 1 1 1 0] 0] 1 DXE CSM Init
7D 0] 1 1 1 1 1 0] 1 DXE Removable Media Detect
7E 0] 1 1 1 1 1 1 0 DXE Removable Media Detected
20 1 0 0 1 0 0 0 0 DXE BDS started
91 1 0] 0] 1 0] 0] 0] 1 DXE BDS connect drivers
92 1 0] 0] 1 0] 0] 1 (0] DXE PClI bus begin
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Post Upper Nibble Lower Nibble
Code Description
(Hex) 8h ‘ 4h ‘ 2h | 1Th | 8h  4h | 2h 1h
93 1 0] 0] 1 0] 0] 1 1 DXE PCI Bus HPC Init
94 1 0] 0 1 0] 1 0 0 DXE PCI Bus enumeration
95 1 0 0 1 0 1 0 1 DXE PCI Bus resource requested
96 1 0] 0 1 0] 1 1 0 DXE PCl Bus assign resource
97 1 0] 0] 1 0] 1 1 1 DXE CON_OUT connect
98 1 0 0 1 1 0 0 0 DXE CON_IN connect
929 1 0] 0 1 1 0 0 1 DXE SIO Init
9A 1 0 0 1 1 0 1 0 DXE USB start
9B 1 0 0 1 1 0 1 1 DXE USB reset
9C 1 0 0 1 1 1 0 0 DXE USB detect
9D 1 0 0 1 1 1 0 1 DXE USB enable
A1l 1 0] 1 0] 0] 0] 0] 1 DXE IDE begin
A2 1 0 1 0 0] 0 1 (0] DXE IDE reset
A3 1 0] 1 0] 0] 0] 1 1 DXE IDE detect
A4 1 0 1 0 0] 1 0 (0] DXE IDE enable
A5 1 0] 1 0] 0] 1 0] 1 DXE SCSI begin
A6 1 0 1 0 0] 1 1 (0] DXE SCSlI reset
A7 1 0 1 0 0] 1 1 1 DXE SCSI detect
A8 1 0 1 0 1 0 0 0 DXE SCSI enable
AB 1 0 1 0 1 0 1 1 DXE SETUP start
AC 1 0 1 0 1 1 0 0 DXE SETUP input wait
AD 1 0 1 0 1 1 0 1 DXE Ready to Boot
AE 1 0 1 0 1 1 1 0 DXE Legacy Boot
AF 1 0] 1 0] 1 1 1 1 DXE Exit Boot Services
BO 1 0] 1 1 0] 0] 0] 0 RT Set Virtual Address Map Begin
B1 1 0] 1 1 0] 0 0 1 RT Set Virtual Address Map End
B2 1 0 1 1 0 0 1 0 DXE Legacy Option ROM init
B3 1 0 1 1 0 0 1 1 DXE Reset system
B4 1 0] 1 1 0] 1 0] (0] DXE USB Hot plug
B5 1 0] 1 1 0] 1 0] 1 DXE PCI BUS Hot plug
B8 1 0 1 1 1 0 0 (0] PWRBTN Shutdown
B9 1 0] 1 1 1 0] 0] 1 SLEEP Shutdown
co 1 1 0 0 0] 0 0 (0] End of DXE
c7 1 1 0] 0] 0] 1 1 1 DXE ACPI Enable
(o} 0 0 0 0 0] 0 0 (0] Clear POST Code
S3 Resume
EO 1 1 1 0 0 0 0 0 S3 Resume PEIM (S3 started)
E1 1 1 1 0 0 0 0 1 S3 Resume PEIM (S3 boot script)
E2 1 1 1 0 0 0 1 0 S3 Resume PEIM (S3 Video Repost)
E3 1 1 1 0 0 0 1 1 S3 Resume PEIM (S3 OS wake)
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Appendix F. POST Error Codes

Most error conditions encountered during POST are reported using POST error codes. These codes
represent specific failures, warnings, or information. POST error codes may be displayed in the error
manager display screen and are always logged to the System Event Log (SEL). Logged events are available to
system management applications, including remote and Out of Band (OOB) management.

There are exception cases in early initialization where system resources are not adequately initialized for
handling POST Error Code reporting. These cases are primarily fatal error conditions resulting from
initialization of processors and memory, and they are handed by a diagnostic LED display with a system halt.

Table 12 lists the supported POST error codes. Each error code is assigned an error type that determines the
action the BIOS takes when the error is encountered. Error types include minor, major, and fatal. The BIOS
action for each is defined as follows:

Minor: An error message may be displayed to the screen or to the BIOS Setup Error Manager and the
POST error code is logged to the SEL. The system continues booting in a degraded state. The user
may want to replace the erroneous unit. The “POST Error Pause” option setting in the BIOS Setup
does not affect this error.

Major: An error message is displayed to the Error Manager screen and an error is logged to the SEL. If
the BIOS Setup option “Post Error Pause” is enabled, operator intervention is required to continue
booting the system. If the BIOS Setup option “POST Error Pause” is disabled, the system continues to
boot.

Note: For 0048 “Password check failed”, the system halts and then, after the next reset/reboot,
displays the error code on the error manager screen.

Fatal: If the system cannot boot, POST halts and displays the following message:

Unrecoverable fatal error found. System will not boot until the error is
resolved.

Press <F2> to enter setup.

When the <F2> key on the keyboard is pressed, the error message is displayed on the Error Manager
screen and an error is logged to the system event log (SEL) with the POST error code. The system
cannot boot unless the error is resolved. The faulty component must be replaced. The “POST Error
Pause” option setting in the BIOS Setup does not affect this error.

Note: The POST error codes in the following table are common to all current generation Intel® server
platforms. Features present on a given server board/system determine which of the listed error codes are
supported.
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Error Code
0012
0048
0140
0141

0146

0191
0192
0194

0195

0196
0197
5220
5221

5224

8130
8131
8160
8161
8170
8171
8180
8181
8190
8198
8300
8305
83A0
83A1
84F2
84F3

84F4

84FF

85FC

8501

8502

8520
8521
8522

Intel® Server System M50CYP2UR Family System Integration and Service Guide

Table 12. POST Error Messages and Handling

Error Message
System RTC date/time not set
Password check failed
PCl component encountered a PERR error

PCl resource conflict
PCI out of resources error

Processor core/thread count mismatch detected
Processor cache size mismatch detected
Processor family mismatch detected

Processor Intel(R) UPI link frequencies unable to
synchronize

Processor model mismatch detected
Processor frequencies unable to synchronize
BIOS Settings reset to default settings

Passwords cleared by jumper

Password clear jumper is Set

CPU 0O disabled

CPU 1 disabled

CPU 0 unable to apply microcode update
CPU 1 unable to apply microcode update
CPU 0 failed Self-Test (BIST)

CPU 1 failed Self-Test (BIST)

CPU 0 microcode update not found

CPU 1 microcode update not found
Watchdog timer failed on last boot.

OS boot watchdog timer failure.

Baseboard Management Controller failed self-test.

Hot Swap Controller failure
Management Engine (ME) failed self-test.
Management Engine (ME) Failed to respond.

Baseboard management controller failed to respond
Baseboard Management Controller in Update Mode.

Baseboard Management Controller Sensor Data Record

empty.

System Event Log full

Memory component could not be configured in the

selected RAS mode
Memory Population Error

PMem invalid DIMM population found on the system.

Memory failed test/initialization CPUO_DIMM_A1
Memory failed test/initialization CPUO_DIMM_A2
Memory failed test/initialization CPUO_DIMM_A3

Action message

Put right password.

Enable Memory Mapped I/O above 4

GB item at SETUP to use 64-bit MMIO.

Use identical CPU type.
Use identical CPU type.
Use identical CPU type.

Use identical CPU type.
Use identical CPU type.

Recommend reminding user to install
BIOS password as BIOS admin
password is the master keys for
several BIOS security features.

Update right SDR.

Clear SEL through EWS or SELVIEW
utility.

Plug DIMM at right population.

Populate valid POR PMem DIMM
population.

Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.

Type
Major
Major
Major

Major
Major

Fatal
Fatal
Fatal

Fatal

Fatal
Fatal
Major

Major

Major

Major
Major
Major
Major
Major
Major
Minor
Minor
Major
Major
Major
Major
Major
Major
Major

Major

Major

Minor

Major
Major
Major

Major
Major

Major
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Error Code

(Go to 85C0)

138

8523
8524
8525
8526
8527
8528
8529
852A
852B
852C
852D
852E
852F
8530
8531
8532
8533
8534
8535
8536
8537
8538
8539
853A
853B
853C
853D
853E
853F

8540
8541
8542
8543
8544
8545
8546
8547
8548
8549
854A
854B
854C
854D
854E
854F
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Error Message
Memory failed test/initialization CPUO_DIMM_B1
Memory failed test/initialization CPUO_DIMM_B2
Memory failed test/initialization CPUO_DIMM_B3
Memory failed test/initialization CPUO_DIMM_C1
Memory failed test/initialization CPUO_DIMM_C2
Memory failed test/initialization CPUO_DIMM_C3
Memory failed test/initialization CPUO_DIMM_D1
Memory failed test/initialization CPUO_DIMM_D?2
Memory failed test/initialization CPUO_DIMM_D3
Memory failed test/initialization CPUO_DIMM_E1
Memory failed test/initialization CPUO_DIMM_E2
Memory failed test/initialization CPUO_DIMM_E3
Memory failed test/initialization CPUO_DIMM_F1
Memory failed test/initialization CPUO_DIMM_F2
Memory failed test/initialization CPUO_DIMM_F3
Memory failed test/initialization CPUO_DIMM_G1
Memory failed test/initialization CPUO_DIMM_G2
Memory failed test/initialization CPUO_DIMM_G3
Memory failed test/initialization CPUO_DIMM_H1
Memory failed test/initialization CPUO_DIMM_H?2
Memory failed test/initialization CPUO_DIMM_H3
Memory failed test/initialization CPU1_DIMM_A1
Memory failed test/initialization CPU1_DIMM_A2
Memory failed test/initialization CPU1_DIMM_A3
Memory failed test/initialization CPU1_DIMM_B1
Memory failed test/initialization CPU1_DIMM_B2
Memory failed test/initialization CPU1_DIMM_B3
Memory failed test/initialization CPU1_DIMM_C1

Memory failed test/initialization CPU1_DIMM_C2

Memory disabled.CPUO_DIMM_A1
Memory disabled.CPUO_DIMM_A2
Memory disabled.CPUO_DIMM_A3
Memory disabled.CPUO_DIMM_B1
Memory disabled.CPUO_DIMM_B2
Memory disabled.CPUO_DIMM_B3
Memory disabled.CPUO_DIMM_C1
Memory disabled.CPUO_DIMM_C2
Memory disabled.CPUO_DIMM_C3
Memory disabled.CPUO_DIMM_D1
Memory disabled.CPUO_DIMM_D2
Memory disabled.CPUO_DIMM_D3
Memory disabled.CPUO_DIMM_E1
Memory disabled.CPUO_DIMM_E2
Memory disabled.CPUO_DIMM_E3
Memory disabled.CPUO_DIMM_F1

Action message

Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.

Remove the disabled DIMM.

Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.

Type
Major
Major
Major
Major
Major
Major
Major
Major
Major
Major
Major
Major
Major
Major
Major
Major
Major
Major
Major
Major
Major
Major
Major
Major
Major
Major
Major

Major
Major

Major
Major
Major
Major
Major
Major
Major
Major
Major
Major
Major
Major
Major
Major
Major

Major



Error Code
8550
8551
8552
8553
8554
8555
8556
8557
8558
8559
855A
855B
855C
855D
855E

855F
(Go to 85D0)

8560

8561

8562

8563

8564

8565

8566

8567

8568

8569

856A

8568

856C

856D

856E

856F

Error Message
Memory disabled.CPUO_DIMM_F2
Memory disabled.CPUO_DIMM_F3
Memory disabled.CPUO_DIMM_G1
Memory disabled.CPUO_DIMM_G2
Memory disabled.CPUO_DIMM_G3
Memory disabled.CPUO_DIMM_H1
Memory disabled.CPUO_DIMM_H2
Memory disabled.CPUO_DIMM_H3
Memory disabled.CPU1_DIMM_A1
Memory disabled.CPU1_DIMM_A2
Memory disabled.CPU1_DIMM_A3
Memory disabled.CPU1_DIMM_B1
Memory disabled.CPU1_DIMM_B2
Memory disabled.CPU1_DIMM_B3
Memory disabled.CPU1_DIMM_C1

Memory disabled.CPU1_DIMM_C2

Memory encountered a Serial Presence Detection(SPD)
failure.CPUO_DIMM_A1

Memory encountered a Serial Presence Detection(SPD)
failure.CPUO_DIMM_A2

Memory encountered a Serial Presence Detection(SPD)
failure.CPUO_DIMM_A3

Memory encountered a Serial Presence Detection(SPD)
failure.CPUO_DIMM_B1

Memory encountered a Serial Presence Detection(SPD)
failure.CPUO_DIMM_B2

Memory encountered a Serial Presence Detection(SPD)
failure.CPUO_DIMM_B3

Memory encountered a Serial Presence Detection(SPD)
failure.CPUO_DIMM_C1

Memory encountered a Serial Presence Detection (SPD)
failure.CPUO_DIMM_C2

Memory encountered a Serial Presence Detection (SPD)
failure.CPUO_DIMM_C3

Memory encountered a Serial Presence Detection(SPD)
failure.CPUO_DIMM_D1

Memory encountered a Serial Presence Detection(SPD)
failure.CPUO_DIMM_D2

Memory encountered a Serial Presence Detection(SPD)
failure.CPUO_DIMM_D3

Memory encountered a Serial Presence Detection(SPD)
failure.CPUO_DIMM_E1

Memory encountered a Serial Presence Detection(SPD)
failure.CPUO_DIMM_E2

Memory encountered a Serial Presence Detection(SPD)
failure.CPUO_DIMM_E3

Memory encountered a Serial Presence Detection(SPD)
failure.CPUO_DIMM_F1
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Action message

Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.

Remove the disabled DIMM.

Type
Major
Major
Major
Major
Major
Major
Major
Major
Major
Major
Major
Major
Major
Major

Major

Major

Major

Major

Major

Major

Major

Major

Major

Major

Major

Major

Major

Major

Major

Major

Major

Major
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Error Code

(Go to 85E0Q)

140

8570

8571

8572

8573

8574

8575

8576

8577

8578

8579

857A

857B

857C

857D

857E

857F

85C0
85C1
85C2
85C3
85C4
85C5
85C6
85C7
85C8
85C9
85CA
85CB
85CC
85CD
85CE
85CF
85D0
85D1

Error Message

Memory encountered a Serial Presence Detection(SPD)
failure.CPUO_DIMM_F2

Memory encountered a Serial Presence Detection(SPD)
failure.CPUO_DIMM_F3

Memory encountered a Serial Presence Detection(SPD)
failure.CPUO_DIMM_G1

Memory encountered a Serial Presence Detection(SPD)
failure.CPUO_DIMM_G2

Memory encountered a Serial Presence Detection(SPD)
failure.CPUO_DIMM_G3

Memory encountered a Serial Presence Detection(SPD)
failure.CPUO_DIMM_H1

Memory encountered a Serial Presence Detection(SPD)
failure.CPUO_DIMM_H2

Memory encountered a Serial Presence Detection(SPD)
failure.CPUO_DIMM_H3

Memory encountered a Serial Presence Detection(SPD)
failure.CPU1_DIMM_A1

Memory encountered a Serial Presence Detection(SPD)
failure.CPU1_DIMM_A2

Memory encountered a Serial Presence Detection(SPD)
failure.CPU1_DIMM_A3

Memory encountered a Serial Presence Detection(SPD)
failure.CPU1_DIMM_B1

Memory encountered a Serial Presence Detection(SPD)
failure.CPU1_DIMM_B2

Memory encountered a Serial Presence Detection(SPD)
failure.CPU1_DIMM_B3

Memory encountered a Serial Presence Detection(SPD)
failure.CPU1_DIMM_C1

Memory encountered a Serial Presence Detection(SPD)
failure.CPU1_DIMM_C2

Memory failed test/initialization CPU1_DIMM_C3
Memory failed test/initialization CPU1_DIMM_D1
Memory failed test/initialization CPU1_DIMM_D?2
Memory failed test/initialization CPU1_DIMM_D3
Memory failed test/initialization CPU1_DIMM_E1
Memory failed test/initialization CPU1_DIMM_E2
Memory failed test/initialization CPU1_DIMM_E3
Memory failed test/initialization CPU1_DIMM_F1
Memory failed test/initialization CPU1_DIMM_F2
Memory failed test/initialization CPU1_DIMM_F3
Memory failed test/initialization CPU1_DIMM_G1
Memory failed test/initialization CPU1_DIMM_G2
Memory failed test/initialization CPU1_DIMM_G3
Memory failed test/initialization CPU1_DIMM_H1
Memory failed test/initialization CPU1_DIMM_H?2
Memory failed test/initialization CPU1_DIMM_H3
Memory disabled.CPU1_DIMM_C3

Memory disabled.CPU1_DIMM_D1
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Action message

Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.

Type

Major

Major

Major

Major

Major

Major

Major

Major

Major

Major

Major

Major

Major

Major

Major

Major

Major
Major
Major
Major
Major
Major
Major
Major
Major
Major
Major
Major
Major
Major
Major
Major
Major

Major



Error Code
85D2
85D3
85D4
85D5
85D6
85D7
85D8
85D9
85DA
85DB
85DC
85DD
85DE
85DF

85E0

85E1

85E2

85E3

85E4

85E5

85E6

85E7

85E8

85E9

85EA

85EB

85EC

85ED

85EE

85EF

8604
8605

8606

Error Message
Memory disabled.CPU1_DIMM_D2
Memory disabled.CPU1_DIMM_D3
Memory disabled.CPU1_DIMM_E1
Memory disabled.CPU1_DIMM_E2
Memory disabled.CPU1_DIMM_E3
Memory disabled.CPU1_DIMM_F1
Memory disabled.CPU1_DIMM_F2
Memory disabled.CPU1_DIMM_F3
Memory disabled.CPU1_DIMM_G1
Memory disabled.CPU1_DIMM_G2
Memory disabled.CPU1_DIMM_G3
Memory disabled.CPU1_DIMM_H1
Memory disabled.CPU1_DIMM_H2
Memory disabled.CPU1_DIMM_H3

Memory encountered a Serial Presence Detection(SPD)
failure.CPU1_DIMM_C3

Memory encountered a Serial Presence Detection (SPD)
failure. CPU1_DIMM_D1

Memory encountered a Serial Presence Detection (SPD)
failure.CPU1_DIMM_D2

Memory encountered a Serial Presence Detection(SPD)
failure.CPU1_DIMM_D3

Memory encountered a Serial Presence Detection(SPD)
failure.CPU1_DIMM_E1

Memory encountered a Serial Presence Detection(SPD)
failure.CPU1_DIMM_E2

Memory encountered a Serial Presence Detection(SPD)
failure.CPU1_DIMM_E3

Memory encountered a Serial Presence Detection (SPD)
failure.CPU1_DIMM_F1

Memory encountered a Serial Presence Detection(SPD)
failure.CPU1_DIMM_F2

Memory encountered a Serial Presence Detection(SPD)
failure.CPU1_DIMM_F3

Memory encountered a Serial Presence Detection(SPD)
failure.CPU1_DIMM_G1

Memory encountered a Serial Presence Detection (SPD)
failure. CPU1_DIMM_G2

Memory encountered a Serial Presence Detection(SPD)
failure.CPU1_DIMM_G3

Memory encountered a Serial Presence Detection(SPD)
failure.CPU1_DIMM_H1

Memory encountered a Serial Presence Detection(SPD)
failure.CPU1_DIMM_H2

Memory encountered a Serial Presence Detection(SPD)
failure.CPU1_DIMM_H3

POST Reclaim of non-critical NVRAM variables
BIOS Settings are corrupted

NVRAM variable space was corrupted and has been
reinitialized
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Action message

Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.
Remove the disabled DIMM.

Type
Major
Major
Major
Major
Major
Major
Major
Major
Major
Major
Major
Major
Major

Major

Major

Major

Major

Major

Major

Major

Major

Major

Major

Major

Major

Major

Major

Major

Major

Major

Minor

Major

Major
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Error Code Error Message Action message Type

Recovery boot has been initiated.
Note: The Primary BIOS image may be corrupted or the

8607 system may hang during POST. A BIOS update is Fatal
required.

A100 BIOS ACM Error Major

A421 PCl component encountered a SERR error Fatal

A5A0 PCI Express component encountered a PERR error Minor

AS5A1 PCl Express component encountered an SERR error Fatal

ABAO DXE Boot Services driver: Not enough memory available Disable OpRom at SETUP to save Minor

to shadow a Legacy Option ROM. runtime memory.

F.1 POST Error Beep Codes

The following table lists the POST error beep codes. Prior to system video initialization, the BIOS uses these
beep codes to inform users on error conditions. The beep code is followed by a user-visible code on the
POST progress LEDs.

Table 13. POST Error Beep Codes

Beeps Error Message POST Progress Code Description
) . Short beep sounded whenever USB device is discovered in POST
1 short USB device action N/A or inserted or removed during runtime.
. System halted because a fatal error related to the memory was

3 short Memory error Multiple detected
3long . System halted because a fatal error related to the CPU
a:d : CPU mismatch error | E5, E6 family/core/cache mismatch was detected.
shor

The integrated BMC may generate beep codes upon detection of failure conditions. Beep codes are sounded
each time the problem is discovered, such as on each power-up attempt, but are not sounded continuously.
Codes that are common across all Intel server boards and systems that use same generation chipset are
listed in the following table. Each digit in the code is represented by a sequence of beeps whose count is
equal to the digit.

Table 14. Integrated BMC Beep Codes

Code Reason for Beep Associated Sensors
1-5-2-1 No CPUs installed or first CPU socket is empty CPU Missing Sensor
1-5-2-4 MSID mismatch_ occurs if_a processor is ins_,t_a_lled into a system MSID Mismatch Sensor
board that has incompatible power capabilities.
1-5-4-2 DC power unexpectedly lost (power good dropout) — Power unit Power fault
sensors report power unit failure offset.
1-5-4-4 Power control fault (power good assertion timeout). Power unit - soft power control failure offset
1-5-1-2 VR Watchdog Timer sensor assertion VR Watchdog Timer

The system does not power on or unexpectedly power off and a
1-5-1-4 power supply unit (PSU) is present that is an incompatible model PS Status
with one or more other PSUs in the system
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Processor Initialization Error Summary

The following table describes mixed processor conditions and actions for all Intel server boards and Intel
server systems designed with the Intel® Xeon® Scalable processor family architecture. The errors fall into one
of the following categories:

Error

Fatal: If the system cannot boot, POST halts and delivers the following error message to the BIOS
Setup Error Manager screen:

Unrecoverable fatal error found. System will not boot until the error is
resolved

Press <F2> to enter setup

When the <F2> key is pressed, the error message is displayed on the BIOS Setup Error Manager
screen and an error is logged to the system event log (SEL) with the POST error code.

The “POST Error Pause” option setting in the BIOS Setup does not affect this error.

If the system is not able to boot, the system generates a beep code consisting of three long beeps
and one short beep. The system cannot boot unless the error is resolved. The faulty component must
be replaced.

The system status LED is set to a steady amber color for all fatal errors that are detected during
processor initialization. A steady amber system status LED indicates that an unrecoverable system
failure condition has occurred.

Major: An error message is displayed to the Error Manager screen and an error is logged to the SEL. If
the BIOS Setup option “Post Error Pause” is enabled, operator intervention is required to continue
booting the system. If the BIOS Setup option “POST Error Pause” is disabled, the system continues to
boot.

Minor: An error message may be displayed to the screen or to the BIOS Setup Error Manager and the
POST error code is logged to the SEL. The system continues booting in a degraded state. The user
may want to replace the erroneous unit. The “POST Error Pause” option setting in the BIOS Setup
does not affect this error.

Table 15. Mixed Processor Configurations Error Summary

Severity = System Action when BIOS Detects the Error Condition

Processor family

e Halts at POST code 0xE6.

not identical Fatal e Halts with three long beeps and one short beep.
o Takes fatal error action (see above) and does not boot until the fault condition is remedied.
e Logsthe POST error code into the SEL.

Processor model Fatal e Alerts the BMC to set the system status LED to steady amber.

not identical e Displays 0196: Processor model mismatch detected message in the error manager.
e Takes fatal error action (see above) and does not boot until the fault condition is remedied.

Processor e Halts at POST code 0xES.

cores/threads not Fatal e Halts with three long beeps and one short beep.

identical e Takes fatal error action (see above) and does not boot until the fault condition is remedied.

Processor cache or e Halts at POST code 0xE5.

home agent not Fatal e  Halts with three long beeps and one short beep.

identical e Takes fatal error action (see above) and does not boot until the fault condition is remedied.
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Error Severity = System Action when BIOS Detects the Error Condition
If the frequencies for all processors can be adjusted to be the same:
e Adjusts all processor frequencies to the highest common frequency.
e Does not generate an error - this is not an error condition.
e Continues to boot the system successfully.
Processor If the frequencies for all processors cannot be adjusted to be the same:
:‘r:tqil:jeel:‘?i(c(aslpeed) Fatal e Logs the POST error code into the SEL.
e Alerts the BMC to set the system status LED to steady amber.
e Does not disable the processor.
e Displays 0197: Processor speeds unable to synchronize message in the error
manager.
e Takes fatal error action (see above) and does not boot until the fault condition is remedied
If the link frequencies for all Intel® Ultra Path Interconnect (Intel® UPI) links can be adjusted to be
the same:
e Adjusts all Intel® UPI interconnect link frequencies to highest common frequency.
e Does not generate an error - this is not an error condition.
Processor e Continues to boot the system successfully.
Intel® UPI link Fatal | [f the link frequencies for all Intel® UPI links cannot be adjusted to be the same:
:;Z?:iigfles not e Logs the POST error code into the SEL.
e Alerts the BMC to set the system status LED to steady amber.
e Does not disable the processor.
e Displays 0195: Processor Intel® UPII link frequencies unable to
synchronize message in the error manager.
e Takes fatal error action (see above) and does not boot until the fault condition is remedied.
e Logsthe POST error code into the SEL.
Processor e Displays 816x: Processor 0x unable to apply microcode update message in
. . the error manager or on the screen.
microcode update Major . . . . .
failed e Takes major error action. The system may continue to boot in a degraded state, depending
on the “POST Error Pause” setting in setup, or may halt with the POST error code in the
error manager waiting for operator intervention.
e Logsthe POST error code into the SEL.
Processor e Displays 818x: Processor 0Ox microcode update not found message in the error
microcode update Minor manager or on the screen.

missing
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Appendix G. System Packaging Assembly Instructions

The original Intel packaging in which the server system was delivered is designed to provide protection to a
fully configured system and was tested to meet ISTA (International Safe Transit Association) Test Procedure
3A (2008). The packaging was also designed to be re-used for shipment after system integration has been
completed.

The original packaging includes two layers of boxes — an inner box and the outer shipping box, and various
protective inner packaging components. The boxes and packaging components are designed to function
together as a protective packaging system. When reused, all of the original packaging material must be used,
including both boxes and each inner packaging component. In addition, all inner packaging components
MUST be reinstalled in the proper location to ensure adequate protection of the system for subsequent
shipment.

Note: The design of the inner packaging components does not prevent improper placement within the
packaging assembly. There is only one correct packaging assembly that will allow the package to meet the
ISTA (International Safe Transit Association) Test Procedure 3A (2008) limits.

Failure to follow the specified packaging assembly instructions may result in damage to the system during
shipment.

1. Open the outer box (iPN K65133-001). Fold the flap slightly to avoid cracks on the corners. Place the
taped inner box (iPN K65139-001) into the outer box. See the following figure.

Caution: No cracks on the corners are permitted.
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2. Place the front cushion (iPN K65092-001) on the left end of the inner box. Place the rear
cushion (K66525-001) on the right end of the inner box. Add paper insert (iPN K66526-001) on
the bottom left foam. See the following figure.

K65092-001
LO0-G2599)

3. Pack the server system with red EPE sheet (iPN K58342-001). See the following figure.

4. Pack the system wrapped with EPE sheet in the EPE bag. Then place the system on the bottom foam (see
the following figure). Place the top front foam (iPN K65099-001) on the left and the top rear foam (iPN
K65098-001) on the right.

K65099-001
LOO-860599M
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5. Place the accessory kit box (iPN H49469-001) in the center foam cushion. Place the extension
rails in the two narrow foam cavities. See the following figure.

6. Close the inner box.

7. Close the outer box. Seal the entire package with tape as shown in the following figure.

K65051-001
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Appendix H. Safety Instructions

WARNING: English (US)

The power supply in this product contains no user-serviceable parts. There may be more
than one supply in this product. Refer servicing only to qualified personnel.

Do not attempt to modify or use the supplied AC power cord if it is not the exact type
required. A product with more than one power supply will have a separate AC power cord
for each supply.

The power button on the system does not turn off system AC power. To remove AC
power from the system, you must unplug each AC power cord from the wall outlet or
power supply.

The power cord(s) is considered the disconnect device to the main (AC) power. The
socket outlet that the system plugs into shall be installed near the equipment and shall
be easily accessible.

C-":::)“ SAFETY STEPS: Whenever you remove the chassis covers to access the inside of the
system, follow these steps:

1. Turn off all peripheral devices connected to the system.

Turn off the system by pressing the power button.

Unplug all AC power cords from the system or from wall outlets.

Label and disconnect all cables connected to I/O connectors or ports on the back of

the system.

5. Provide some electrostatic discharge (ESD) protection by wearing an antistatic wrist
strap attached to chassis ground of the system—any unpainted metal surface—when
handling components.

6. Do not operate the system with the chassis covers removed.

HwWnN

After you have completed the six SAFETY steps above, you can remove the system
covers. To do this:

1. Unlock and remove the padlock from the back of the system if a padlock has been
installed.

2. Remove and save all screws from the covers.

3. Remove the covers.
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For proper cooling and airflow, always reinstall the chassis covers before turning on the
system. Operating the system without the covers in place can damage system parts. To
install the covers:

1. Check first to make sure you have not left loose tools or parts inside the system.

2. Check that cables, add-in boards, and other components are properly installed.

3. Attach the covers to the chassis with the screws removed earlier and tighten them
firmly.

4. Insert and lock the padlock to the system to prevent unauthorized access inside the
system.

5. Connect all external cables and the AC power cord(s) to the system.

A microprocessor and heat sink may be hot if the system has been running. Also, there
may be sharp pins and edges on some board and chassis parts. Contact should be made
with care. Consider wearing protective gloves.

Danger of explosion if the battery is incorrectly replaced. Replace only with the same or
equivalent type recommended by the equipment manufacturer. Dispose of used batteries
according to manufacturer’s instructions.

The system is designed to operate in a typical office environment. Choose a site that is:

e Clean and free of airborne particles (other than normal room dust).

e Well ventilated and away from sources of heat including direct sunlight.

e Away from sources of vibration or physical shock.

¢ Isolated from strong electromagnetic fields produced by electrical devices.

¢ Inregions that are susceptible to electrical storms, we recommend you plug your
system into a surge suppresser and disconnect telecommunication lines to your
modem during an electrical storm.

e Provided with a properly grounded wall outlet.

¢ Provided with sufficient space to access the power supply cord(s), because they serve
as the product’s main power disconnect.
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OCTOPOXHO: pycckumn

150

brok nutaHus gaHHOro U3nenus He COAEPXNUT AeTanen, noanexatimnx OGCJ'Iy)KVIBaHVIlO nonb3oBaTenem.
B aTom nsgenum moxeT ObiTb HECKOMBKO OMOKOB NUTaHUS. O6CJ'Iy)KVIBaHVIe OOJKHO BbIMOJTHATLCA
TONbKO KBanNnuUMpOBaHHbIM NEPCOHASTOM.

He moanduvumpyiite 1 He ncnonb3ynTe npunaraemblil kKabenb NMMTaHUS, €CNN OH HE COOTBETCTBYET
Tpebyemomy Tuny. Ecnu B ycTponcTee HeCKonbko 6OKOB NUTaHUS, TO K KaXgomy G6rioky nuTaHus
npunaraeTcsa oTAenbHbIN kabenb NUTaHus.

Mpu HaXaTUM KHOMKU MUTAHUSI HE OTKIKOYAETCA MUTaHNE CUCTEMbI OT anekTpoceTn. YTobbl OTKNMIOUUTL
nogavy nUTaHus NepeMeHHOro Toka B CUCTEMY, HEOOXOAMMO OTCOEaANHUTL BCe Kabenu nutaHua ot
3ANEKTPUYECKOW PO3eTkN 1nn Broka NUTaHus.

Kabenb nuTaHusi cuntaeTcs pasmblkaTenemM nuTaHns NeEPEMEHHOro Toka. JnekTpuyeckas poseTka, K
KOTOPOM MOAKIYaETCs cMCTEMA, OOMKHA HAaXOAMTLCS PsaoM ¢ 06opyaoBaHUEM U BbiTb Nerko
OOCTYNHON.

MHCTPYKLMU NO TEXHUKE BE3OMNACHOCTW. Kaxabii pa3 nepeq CHATUEM KpbILIEK koprnyca Ansi
[OCTyna K BHYTPEHHEN YacTW CUCTEMbI BbIMOSHSANTE Cneayowmne AencTBus:

1. BbikniounTe BCe NepudepuiiHbie yCTPONCTBA, MOAKIIOYEHHbIE K CUCTEME.

2. BblknounTte cuctemy, Haxas KHOMKY NUTaHus.

3. OtcoeguHuTe BCe Kabenu NUTaHns OT CUCTEMbI UITN 3NEKTPUYECKNX PO3ETOK.

4. [lpomapkupynte n oTcoeamHuTe BCe kabenu, NoaKMoYeHHbIe K pagbemMamM Unu noptam
BBOJA/BbIBOAA HA 3afHEN NaHenu cMcTeMsl.

5. [ns obecneveHns 3alumTbl OT 3MeKTpoCTaTUYecKoro pa3psaa npu pabote ¢ KOMNOHEHTaMu
HageBanTe aHTUCTaTu4Yeckunin bpacneT, NPUKPENNEHHbIN K 3a3eMIIEHHOW YacTu Kopnyca
cmcTembl (Mo6oi HeoKpaLLeHHOW MeTanIMyeckon NOBEPXHOCTH).

6. 3anpewaetcsa paboTaTb C CUCTEMOM, KOTAa KPbILLKM KOPMyCa CHATHI.

KpbILLKK Kopnyca CUCTEeMbl MOXHO CHMMAaTb, KOraa BbINOJIHEHbI BCE LWECTb ONUCaHHbIX Bbllle Mep
6e3onacHocTu. [ns aToro:

1. OTkponTe U CHUMUTE HAaBECHOM 3aMOK (eCnun NMeeTcs) C 3aHen YacTn CUCTEMBI.
2. BblBepHWUTE BCE BMHTbI C KPbILLEK M COXPAHUTE UX.
3. CHUMUTE KPbILLKM.

(npopormkeHune)
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OCTOPOXHO: pycckum (npogormkeHne)

[ns obecneyeHus Haanexalero oxnaxaeHus 1 Bo3ayLLIHOrO NOTOKa BCeraa ycTaHaBnmMBanTe Ha MecTo
KPbILLKM KOpryca nepes BKtYeHnem cucteMbl. PaboTa cuctembl 6€3 yCTaHOBMEHHbIX KPbILLEK MOXET
NPUBECTU K MOBPEXOEHUIO KOMMOHEHTOB CUCTEMBI. YTOObLI YCTaHOBUTL KPbILLKW, BLINMOMHATE CreayoLime
nencTeus:

CHavana npoBepbTe, HE OCTasIoCb JIM B CUCTEME He3aKpeneHHbIX MHCTPYMEHTOB Ul netanen.
Y6epgutecn, 4Tto kKabenu, nnathbl pacwmpeHna n apyrme KOMNoHeHTbl yCTaHOBMEHbI NPpaBUSIbHO.
3aerI'IVITe KPbILWKN Ha Kopnyce, 3aBepHYB N HAA4EXHO 3aTAHYB BUHTbI, CHATbIE paHee.
YcraHoBuTE 1 3aKp0|7|Te HaBECHOWN 3aMOK Anis npenorepalleHna HeCaHKUMOHMPOBAHHOIO AOCTYyNna
BHYTPb CUCTEMBbI.

5. Tlogknounte K cUCTEMe BCe BHELUHME Kabenu u kabenu nutaHus.

PR

MwukponpoLeccop 1 TENNIOOTBOA MOTYT HarpeBaTbCsl BO Bpemsi paboTbl cuctembl. Ha HeKoTopbIx
JeTansax nnatbl U kopryca MoryT GblTb OCTpPbIe BbICTYMbI U KpOMKM. CobnioganTe 0CTOPOXHOCTb.
PekomeHayeTcs MCNONb30BaThb 3aLLUTHbIE NEPYATKU.

B cnyyae HenpaBunbHOWM 3aMeHbl akKyMynaTopa CyLeCcTBYeT OnacHOCTb B3pbiea. [pu 3ameHe
MCMOSb3yNTE TONBKO Te e U 3KBMBASIEHTHbIE MOAENN aKKyMynsaTOpOB, PEKOMEHAOBaHHbIE
npousBoanTenem obopyaoBaHusl. YTUNM3MPYATE UCMONb30BaHHbIE akKyMYNsTOPbl B COOTBETCTBUM C
WHCTPYKUMSAMUW NMPON3BOAUTENS.

Cwuctema npegHasHaveHa ans paboTtbl B 06bIYHOM 0dncHOM cpefe. MecTo yCTaHOBKM CUCTEMBI LOIMKHO

% COOTBEeTCTBOBATb Cﬂeﬂ,yl'OLLl,VlM Tpe6OBaHV|ﬂM:
\%ﬁ
N—————

o [NomeLueHne AOMKHO BbITb YUCTBIM, B BO34YXE HE AOMKHO ObiTb B3BELUEHHbIX YacTuL, (Kpome
06bIYHOW NbInK).

e MecCTO yCTaHOBKM JOMKHO XOPOLLO BEHTUNMPOBaTLCH U HAXOAUTLCSA BAANMW OT MCTOYHWUKOB Tenna
(BKMOYasA NPSIMON COMHEYHBIN CBET).

e MecTo YCTaHOBKM OOJDKHO HaxoauTbCAa BAann ot NICTOYHUKOB Bm6pau,mm nnn mexaHn4eckux yaapos.

e MecTo yCcTaHOBKM JOIMKHO ObiTb N30NIMPOBAHO OT CUMbHBIX ANEKTPOMAarHUTHLIX NOfen, cCo3faBaemblX
3MNEeKTPUYECKMMMN YyCTPONCTBaMW.

¢ B pernonax, rge 4acto ObiBaeT rposa, pekoMmeHayeTcqa noaknyaTb CUCTEMY K CETEBOMY (bVIJ'Ipry n
OTKNo4YaTb TeNIeKOMMYHUKaUUOHHbIE NMMHUN OT MOoeMa BO BpeM4A rpo3bl.

e B nomelleHnmn gomkHa 6biTb npaBuUIbHO 3a3eMJieHHaaA ANeKkTpu4eckaa po3eTka.

o [lomxkeH ObITb OCTaBIEH AOCTaTOYHbIN 3a30p AnA goctyna K kabenam nuTaHus, KOTOpble CnyXaT
pa3MbikaTenem anekTponnTaHna CUCTeMbl.
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YBATA! YKpaiHCbKa

JIxepero KUBIICHHS B IbOMY BUPOOi HE MICTHUTh KOIHUX YaCTHH, IKi KOPUCTyBadi MOTJIH O 00CITyroByBaTH
camocriiiHo. Lleli Bupi6 Moxke MICTUTH Oinbllie OQHOTO JKepesa KuBieHHs . OOCIyroByBaTH HOro Moke BUKITIOYHO
KBaJi(ikOBaHU epcoHaIL.

He namaraiitecst MoauGikyBaTH LIHYp XKHBJICHHS 3MiHHOTO CTPYMY 3 KOMIUIEKTY a00 KOPHCTYBATUCS HUM, SIKIIO BiH
He BiAToBifae noTpibHOMY THITy. BHpi6 i3 ukepenamu >KUBIEHHS OLTBIIE OTHOTO Ma€ OKpeMi ITHYPH SKUBIICHHS
3MIHHOTO CTPYMY JUIsl KOYKHOTO JKepea.

KHormka >kxuBJIeHHS Ha CUCTEMi HE BUMUKAE KHUBJICHHS 3MIHHOTO cTpyMy cucTeMu. L1006 mo36aBuTu cucremy
3MIHHOTO CTPYMY, CJIii BUWHSTH BCi LIIHYPH JKUBJICHHS 3MIHHOTO CTPYMY 31 CTIHHHX PO3ETOK 200 JDKepes KUBJICHHSI.

BBaxaeTscs, 110 WHYP(M) KUBICHHS € IPUCTPOSIMA BUMKHEHHSI OCHOBHOTO JKUBJIEHHS (3MiHHOTO CTpyMy). Po3eTka
€JIEKTPOMEPEXKi, A0 SIKOI MiIKITI0YA€ThCI CHCTEMA, MyCUTh OyTH PO3TalllOBaHA MOPYY 13 00JIAAHAHHSM 1
JIETKOJOCTYIIHA.

KPOKMU BE3INEKM: llopa3y, 3HiMal04n KOPIyC ISl JOCTYITY 10 BHYTPILIHIX YaCTHH CUCTEMH, BUKOHYHTE I1i

~ KPOKH:
"@ 7. BuMkHITH yci nepudepiitHi IpUCTpoOT, MiKIIOUSHI 10 CHCTEMH.

8. BUMKHITH CHCTEMY, HATUCHYBIIN KHOIIKY >KUBJICHHSL.

9. BwuiiMITh IIHYPH KUBJICHHS 3MIHHOTO CTPYMY i3 CHCTEMH UM CTIHHUX PO3ETOK.

10. Tlo3maure i Bix'eqHaiiTe BCi Kabei, MiIKIIOYCHI 10 3'€IHYBadiB BXOIY/BUXOIy a00 MOPTIB 333y Ha CHCTEMI.

11. Tpamroro4n 3 KOMIOHEHTAMH, 3aXHUIIAiTeCs Bifl eleKTpocTaTHYHUX po3psiniB (EP), Brsraioun aHTHCTaTHYHHAN
peMiHeIb-OpacieT, IPUKPIIUICHUH 10 eJIEMEHTa 3a3eMIICHHS KOpITycCy - OyIb-skoi HemogapOoBaHoi MeTaneBoi
MOBEPXHi.

12. He BUKOpHCTOBYIiTE CUCTEMY 3 BiIKPUTHUM KOPILyCOM.

|

[Ticns BukoHaHHSA mecTd HaBeneHuX Buie KpokiB BE3ITEKU mosxHa 3HIMaTH KopIryc (KpUIIKK) 3 cucteMu. J{is
LIbOTO BUKOHAWTE TaKi Iii:

4. Posz0mokyiiTe i 3HIMITh 3aMOK 333y Ha CUCTEMI, SKIIO HOTO BCTAHOBJICHO.
5. 3HimiTh 1 30epexiTh BCi TBUHTH 3 KPHIIOK.
6. 3HIMITh yCi KPUIIKH.

TIPOAOBXCHHA
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YBAT'A! Ykpaincbka (IIpogoBXEHHs)

JIns IpaBUIIBHOTO OXOJIOZKEHHS Ta BEHTHIIALIT 3aBXK/JM ITOBEPTaliTe HAa Miclie KPHUIIKH KOPITYCYy Hepel YBIMKHEHHIM
cuctemu. PoboTa cucremu 6e3 KPHILIOK MOJKE MOMIKOANTH AeTani cucteMH. 11106 ycTaHOBUTH KPHILIKH, BUKOHANHTE
Taki mil:

6. CnouyaTKy nepeKoHaNTecs, 10 BCepeIHI CUCTEMHU He 3aJIMIINIOCS eTanel abo He3aKpilIeHHX IHCTPYMEHTIB.
7. Ilepesipte, uu NpaBUIbHO BCTAHOBJICHO KaOeJi, pO3IIMPIOBAJIbHI IUIATH T 1HIII KOMIIOHSHTH.

8.  IIpuKpimiTh KPHUIIKHU 10 KOPITYCY 3HATHMH paHillle TBUHTAMU Ta Haii{HO IX 3aTATHITS.

9. Bcrasre B cucremy i 3adikcyiTe 3aMOK, 1100 3armo0ir T HEAaBTOPU30BAHOMY JIOCTYILY JIO HBOTO.

10. IligxumiodiTh yci 30BHIMIHI Kabeni Ta MIHyp(1) )KUBICHHS 3MIHHOTO CTPYMY JI0 CHCTEMH.

ITix yac poGOTH cUCTEMHU MiKPOIIPOLIECOP 1 pafiaTop MOXKYTh PO3IrpiTHCS 0 rapsdoro. Jleski yacTHHH KOpIycy i
IUTaT MOXKYTh MaTH rocTpi mmmy abo kpai. I3 HuMu cinig noBoauTHcs 06epexHo. MoXKHA BISTTH 3aXHUCHI PyKaBIUUKH.

3arpo3a BuOyXy, SKIIO OaTapero 3aMiHEHO Ha HEMPAaBUIIBHY. 3aMiHIONTE JINIIe TAKUM caMHUM a00 €KBiBAJIEHTHUM
THUIIOM, PEKOMEHJOBAaHUM BUPOOHUKOM. Y THJII3yiTe BUKOpPUCTaHi OaTapel 3rifHO 3 IHCTPYKLIIMH BUPOOHHKA.

CucreMy CTBOPEHO A7l pOOOTH B THIOBOMY OdicHOMY IpuMilleHHi. BubepiTs Micue, sike:
% ’g e Uncre i e HEMae B MOBITPI IHIMNX IPiOHUX YaCTOUOK, OKPIM 3BHYAHHOTO IMOOYTOBOTO TIAITY.
ﬁ[\> e JloOpe MpoBITPIOETHCSI, PO3TALIOBAHE JAaJEKO BiJl JUKEPEI TeIUIa, BKIIOUHO 3 IPSMUAM COHSYHHUM MPOMIHHSM.
E = o e Po3sramoBaHe maneKo BiA Ipkepel BiOparii i cTpyciB.

e [307BOBaHE Bi}l CUJIBHUX eJ'IeKTpOMaFHiTHPIX HOJ'IiB, CIHIPUYUHCHUX CJICKTPOIIpHUIalaMu.

e V perioHax, Jie 4aCTO NPOXOIATH IPO3H, PaJUMO IiIKIIOYaTH MIPUCTPIN Yepe3 MPHUCTPIii 3aXUCTY BiJ BUKUIIB
HAINpyTH Ta BIAKIIOYUTH TeJIEKOMYHIKaliitHi JIiHii BiI MOJeMy MiJ 4ac rpo3u.

L4 OCHaHIeHC MIPaBUJIbHO 3a3€MJICHUMHA CTIHHHMH PO3E€TKaMn CJ'ICKTpOMepC)Ki.

e Mae 10CTaTHBO IPOCTOPY VIS AOCTYIY 10 MIHYpa(iB) )KUBJICHHSI, OCKIIBKH BOHH CIYTYIOTh OCHOBHHMH
BUMHKadaMu BHPOOYy.
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AVERTISSEMENT: Francais

P~
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Le bloc d'alimentation de ce produit ne contient aucune piéce pouvant étre réparée par
l'utilisateur. Ce produit peut contenir plus d'un bloc d'alimentation. Veuillez contacter un
technicien qualifié en cas de probléeme.

Ne pas essayer d'utiliser ni modifier le cable d'alimentation CA fourni, s'il ne correspond
pas exactement au type requis. Le nombre de cables d'alimentation CA fournis
correspond au nombre de blocs d'alimentation du produit.

Notez que le commutateur CC de mise sous tension /hors tension du panneau avant
n'éteint pas l'alimentation CA du systeme. Pour mettre le systéme hors tension, vous
devez débrancher chaque cable d'alimentation de sa prise.

CONSIGNES DE SECURITE: Lorsque vous ouvrez le boftier pour accéder a lintérieur du
systéme, suivez les consignes suivantes:

1. Mettez hors tension tous les périphériques connectés au systeme.

Mettez le systéme hors tension en mettant l'interrupteur général en position OFF

(bouton-poussoir).

Débranchez tous les cordons d'alimentation c.a. du systéme et des prises murales.

4. Identifiez et débranchez tous les cables reliés aux connecteurs d’E-S ou aux acces
derriére le systeme.

5. Pour prévenir les décharges électrostatiques lorsque vous touchez aux composants,
portez une bande antistatique pour poignet et reliez-la a la masse du systéme (toute
surface métallique non peinte du boitier).

6. Ne faites pas fonctionner le systéeme tandis que le boitier est ouvert.

w

Une fois TOUTES les étapes précédentes accomplies, vous pouvez retirer les panneaux
du systéme. Procédez comme suit:

1. Siun cadenas a été installé sur a l'arriere du systeme, déverrouillez-le et retirez-le.
2. Retirez toutes les vis des panneaux et mettez-les dans un endroit sir.
3. Retirez les panneaux.
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Afin de permettre le refroidissement et ['aération du systéme, réinstallez toujours les
panneaux du boitier avant de mettre le systéme sous tension. Le fonctionnement du
systeme en l'absence des panneaux risque d'endommager ses pieces. Pour installer les
panneaux, procédez comme suit:

1. Assurez-vous de ne pas avoir oublié d'outils ou de pieces démontées dans le systeme.

2. Assurez-vous que les cables, les cartes d’extension et les autres composants sont bien

installés.

Revissez solidement les panneaux du boitier avec les vis retirées plus tot.

4. Remettez le cadenas en place et verrouillez-le afin de prévenir tout accés non autorisé
a l'intérieur du systéme.

5. Rebranchez tous les cordons d'alimentation c. a. et cables externes au systéme.

w

Le microprocesseur et le dissipateur de chaleur peuvent étre chauds si le systéme a été
sous tension. Faites également attention aux broches aigués des cartes et aux bords
tranchants du capot. Nous vous recommandons l'usage de gants de protection.

i Danger d'explosion si la batterie n'est pas remontée correctement. Remplacer
= ® uniquement avec une batterie du méme type ou d'un type équivalent recommandé par le
) 4 fabricant. Disposez des piles usées selon les instructions du fabricant.
\ -
S

Le systéme a été congu pour fonctionner dans un cadre de travail normal. L'emplacement
choisi doit étre:

e Propre et dépourvu de poussiére en suspension (sauf la poussiére normale).

e Bien aéré et loin des sources de chaleur, y compris du soleil direct.

e Al'abri des chocs et des sources de vibrations.

e Isolé de forts champs électromagnétiques générés par des appareils électriques.

e Dans les régions sujettes aux orages magnétiques il est recommandé de brancher
votre systéme a un suppresseur de surtension, et de débrancher toutes les lignes de
télécommunications de votre modem durant un orage.

e Muni d'une prise murale correctement mise a la terre.

e Suffisamment spacieux pour vous permettre d'accéder aux cables d'alimentation
(ceux-ci étant le seul moyen de mettre le systeme hors tension).
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WARNUNG: Deutsch

Benutzer kdnnen am Netzgerat dieses Produkts keine Reparaturen vornehmen. Das
Produkt enthalt moglicherweise mehrere Netzgerate. Wartungsarbeiten mussen von
qualifizierten Technikern ausgefiihrt werden.

Versuchen Sie nicht, das mitgelieferte Netzkabel zu andern oder zu verwenden, wenn es
sich nicht genau um den erforderlichen Typ handelt. Ein Produkt mit mehreren
Netzgeraten hat fur jedes Netzgerat ein eigenes Netzkabel.

Der Wechselstrom des Systems wird durch den Ein-/Aus-Schalter fir Gleichstrom nicht
ausgeschaltet. Ziehen Sie jedes Wechselstrom-Netzkabel aus der Steckdose bzw. dem
Netzgerat, um den Stromanschlu3 des Systems zu unterbrechen.

SICHERHEISMASSNAHMEN: Immer wenn Sie die Gehauseabdeckung abnehmen um an
das Systeminnere zu gelangen, sollten Sie folgende Schritte beachten:

Schalten Sie alle an Ihr System angeschlossenen Peripheriegerate aus.

Schalten Sie das System mit dem Hauptschalter aus.

Ziehen Sie den StromanschluBstecker Ihres Systems aus der Steckdose.

Auf der Riickseite des Systems beschriften und ziehen Sie alle AnschluBkabel von den

I/O Anschlissen oder Ports ab.

5. Tragen Sie ein geerdetes Antistatik Gelenkband, um elektrostatische Ladungen (ESD)
Uber blanke Metallstellen bei der Handhabung der Komponenten zu vermeiden.

6. Schalten Sie das System niemals ohne ordnungsgemaB montiertes Gehause ein.

Hpwn =

Nachdem Sie die oben erwahnten ersten sechs SICHERHEITSSCHRITTE durchgefihrt
haben, kdnnen Sie die Abdeckung abnehmen, indem Sie:

1. Offnen und entfernen Sie die VerschluBeinrichtung (Padlock) auf der Riickseite des
Systems, falls eine VerschluBeinrichtung installiert ist.

2. Entfernen Sie alle Schrauben der Gehauseabdeckung.

3. Nehmen Sie die Abdeckung ab.
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Zur ordnungsgemafBen Kihlung und Luftung muB die Gehauseabdeckung immer wieder
vor dem Einschalten installiert werden. Ein Betrieb des Systems ohne angebrachte
Abdeckung kann lhrem System oder Teile darin beschadigen. Um die Abdeckung wieder
anzubringen:

1. Vergewissern Sie sich, daB Sie keine Werkzeuge oder Teile im Innern des Systems
zuriickgelassen haben.

2. Uberpriifen Sie alle Kabel, Zusatzkarten und andere Komponenten auf
ordnungsgemaBen Sitz und Installation.

3. Bringen Sie die Abdeckungen wieder am Gehduse an, indem Sie die zuvor geldsten
Schrauben wieder anbringen. Ziehen Sie diese gut an.

4. Bringen Sie die VerschluBeinrichtung (Padlock) wieder an und schlieBen Sie diese, um
ein unerlaubtes Offnen des Systems zu verhindern.

5. SchlieBen Sie alle externen Kabel und den AC StromanschluBstecker lhres Systems
wieder an.

Der Mikroprozessor und der Kihler sind méglicherweise erhitzt, wenn das System in
Betrieb ist. AuBerdem kénnen einige Platinen und Gehauseteile scharfe Spitzen und
Kanten aufweisen. Arbeiten an Platinen und Gehause sollten vorsichtig ausgefiihrt
werden. Sie sollten Schutzhandschuhe tragen.

Bei falschem Einsetzen einer neuen Batterie besteht Explosionsgefahr. Die Batterie darf
nur durch denselben oder einen entsprechenden, vom Hersteller empfohlenen
Batterietyp ersetzt werden. Entsorgen Sie verbrauchte Batterien den Anweisungen des
Herstellers entsprechend.

Das System wurde fiir den Betrieb in einer normalen Bliroumgebung entwickelt. Der
Standort sollte:

e sauber und staubfrei sein (Hausstaub ausgenommen);

o gut geliftet und keinen Heizquellen ausgesetzt sein (einschlieBlich direkter
Sonneneinstrahlung);

e keinen Erschitterungen ausgesetzt sein;

o keine starken, von elektrischen Geraten erzeugten elektromagnetischen Felder
aufweisen;

e in Regionen, in denen elektrische Stirme auftreten, mit einem
Uberspannungsschutzgerit verbunden sein; wihrend eines elektrischen Sturms sollte
keine Verbindung der Telekommunikationsleitungen mit dem Modem bestehen;

e mit einer geerdeten Wechselstromsteckdose ausgeruistet sein;

e Uber ausreichend Platz verfiigen, um Zugang zu den Netzkabeln zu gewahrleisten, da
der Stromanschlu3 des Produkts hauptsachlich Gber die Kabel unterbrochen wird.
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Rivolgersi ad un tecnico specializzato per la riparazione dei componenti
dell'alimentazione di questo prodotto. E possibile che il prodotto disponga di piu fonti di
alimentazione.

Non modificare o utilizzare il cavo di alimentazione in c.a. fornito dal produttore, se non
corrisponde esattamente al tipo richiesto. Ad ogni fonte di alimentazione corrisponde un
cavo di alimentazione in c.a. separato.

L'interruttore attivato/disattivato nel pannello anteriore non interrompe l'alimentazione
in c.a. del sistema. Per interromperla, € necessario scollegare tutti i cavi di alimentazione
in c.a. dalle prese a muro o dall'alimentazione di corrente.

FC-"::':)“ Y PASSI DI SICUREZZA: Qualora si rimuovano le coperture del telaio per accedere

P all'interno del sistema, seguire i seguenti passi:
7S
@ 1. Spegnere tutti i dispositivi periferici collegati al sistema.
' . Spegnere il sistema, usando il pulsante spento/acceso dell'interruttore del sistema.

2

3. Togliere tutte le spine dei cavi del sistema dalle prese elettriche.

4. ldentificare e sconnettere tutti i cavi attaccati ai collegamenti I/O od alle prese
installate sul retro del sistema.

5. Qualora si tocchino i componenti, proteggersi dallo scarico elettrostatico (SES),
portando un cinghia anti-statica da polso che € attaccata alla presa a terra del telaio
del sistema — qualsiasi superficie non dipinta —.

6. Non far operare il sistema quando il telaio & senza le coperture.

Dopo aver seguito i sei passi di SICUREZZA sopracitati, togliere le coperture del telaio del
sistema come seque:

1. Aprire e rimuovere il lucchetto dal retro del sistema qualora ve ne fosse uno installato.
2. Togliere e mettere in un posto sicuro tutte le viti delle coperture.
3. Togliere le coperture.
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Per il giusto flusso dell’aria e raffreddamento del sistema, rimettere sempre le coperture
del telaio prima di riaccendere il sistema. Operare il sistema senza le coperture al loro
proprio posto potrebbe danneggiare i componenti del sistema. Per rimettere le coperture
del telaio:

1. Controllare prima che non si siano lasciati degli attrezzi o dei componenti dentro il
sistema.

2. Controllare che i cavi, dei supporti aggiuntivi ed altri componenti siano stati installati

appropriatamente.

Attaccare le coperture al telaio con le viti tolte in precedenza e avvitarle strettamente.

4. Inserire e chiudere a chiave il lucchetto sul retro del sistema per impedire l'accesso
non autorizzato al sistema.

5. Ricollegare tutti i cavi esterni e le prolunghe AC del sistema.

w

1 Seilsistema é stato a lungo in funzione, il microprocessore e il dissipatore di calore
v potrebbero essere surriscaldati. Fare attenzione alla presenza di piedini appuntiti e parti
T‘%ﬁ: - taglienti sulle schede e sul telaio. E consigliabile l'uso di guanti di protezione.
L] ﬂ)
Sl e

i Esiste il pericolo di un esplosione se la pila non viene sostituita in modo corretto.
< B Utilizzare solo pile uguali o di tipo equivalente a quelle consigliate dal produttore. Per
) 4 disfarsi delle pile usate, seguire le istruzioni del produttore.
\ -
\_p"-'

Il sistema & progettato per funzionare in un ambiente di lavoro tipo. Scegliere una
postazione che sia:

o Pulita e libera da particelle in sospensione (a parte la normale polvere presente
nell'ambiente).

e Ben ventilata e lontana da fonti di calore, compresa la luce solare diretta.

e Alriparo da urti e lontana da fonti di vibrazione.

e Isolata dai forti campi magnetici prodotti da dispositivi elettrici.

¢ In aree soggette a temporali, € consigliabile collegare il sistema ad un limitatore di
corrente. In caso di temporali, scollegare le linee di comunicazione dal modem.

e Dotata di una presa a muro correttamente installata.

o Dotata di spazio sufficiente ad accedere ai cavi di alimentazione, i quali rappresentano
il mezzo principale di scollegamento del sistema.
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El usuario debe abstenerse de manipular los componentes de la fuente de alimentacion
de este producto, cuya reparacion debe dejarse exclusivamente en manos de personal
técnico especializado. Puede que este producto disponga de mas de una fuente de
alimentacion.

No intente modificar ni usar el cable de alimentacidn de corriente alterna, si no
corresponde exactamente con el tipo requerido.

El numero de cables suministrados se corresponden con el nimero de fuentes de
alimentacién de corriente alterna que tenga el producto.

Notese que el interruptor activado/desactivado en el panel frontal no desconecta la
corriente alterna del sistema. Para desconectarla, debera desenchufar todos los cables de
corriente alterna de la pared o desconectar la fuente de alimentacion.

INSTRUCCIONES DE SEGURIDAD: Cuando extraiga la tapa del chasis para acceder al
interior del sistema, siga las siguientes instrucciones:

1. Apague todos los dispositivos periféricos conectados al sistema.

2. Apague el sistema presionando el interruptor encendido/apagado.

3. Desconecte todos los cables de alimentacion CA del sistema o de las tomas de
corriente alterna.

4. ldentifique y desconecte todos los cables enchufados a los conectores E/S o0 a los
puertos situados en la parte posterior del sistema.

5. Cuando manipule los componentes, es importante protegerse contra la descarga
electrostatica (ESD). Puede hacerlo si utiliza una muiequera antiestatica sujetada a la
toma de tierra del chasis — o a cualquier tipo de superficie de metal sin pintar.

6. No ponga en marcha el sistema si se han extraido las tapas del chasis.

Después de completar las seis instrucciones de SEGURIDAD mencionadas, ya puede
extraer las tapas del sistema. Para ello:

1. Desbloquee y extraiga el bloqueo de seguridad de la parte posterior del sistema, si se
ha instalado uno.

2. Extraigay guarde todos los tornillos de las tapas.

3. Extraiga las tapas.
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Para obtener un enfriamiento y un flujo de aire adecuados, reinstale siempre las tapas del
chasis antes de poner en marcha el sistema. Si pone en funcionamiento el sistema sin las
tapas bien colocadas puede danar los componentes del sistema. Para instalar las tapas:

1. Asegurese primero de no haber dejado herramientas o componentes sueltos dentro
del sistema.

2. Compruebe que los cables, las placas adicionales y otros componentes se hayan
instalado correctamente.

3. Incorpore las tapas al chasis mediante los tornillos extraidos anteriormente,
tensandolos firmemente.

4. Inserte el bloqueo de seguridad en el sistema y bloquéelo para impedir que pueda
accederse al mismo sin autorizacion.

5. Conecte todos los cables externos y los cables de alimentacién CA al sistema.

Si el sistema ha estado en funcionamiento, el microprocesador y el disipador de calor
pueden estar aun calientes. También conviene tener en cuenta que en el chasis o en el
tablero puede haber piezas cortantes o punzantes. Por ello, se recomienda precauciény
el uso de guantes protectores.

Existe peligro de explosion si la pila no se cambia de forma adecuada. Utilice solamente
pilas iguales o del mismo tipo que las recomendadas por el fabricante del equipo. Para
deshacerse de las pilas usadas, siga igualmente las instrucciones del fabricante.

El sistema estd disefiado para funcionar en un entorno de trabajo normal. Escoja un lugar:

e Limpioy libre de particulas en suspension (salvo el polvo normal).

e Bien ventilado y alejado de fuentes de calor, incluida la luz solar directa.

¢ Alejado de fuentes de vibracion.

¢ Aislado de campos electromagnéticos fuertes producidos por dispositivos eléctricos.

e Enregiones con frecuentes tormentas eléctricas, se recomienda conectar su sistema a
un eliminador de sobrevoltaje y desconectar el médem de las lineas de
telecomunicacion durante las tormentas.

e Provisto de una toma de tierra correctamente instalada.

e Provisto de espacio suficiente como para acceder a los cables de alimentacién, ya que
éstos hacen de medio principal de desconexion del sistema.
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Appendix l. Glossary

Definition

ACPI
ASHRAE
BBS
BMC
BIOS
CMOS
CPU
DDR4
DIMM
DPC
FP
FRB
FRU
GPGPU
GPIO
GUI
12C
IMC
iPC
IPMI
ISTA
LED
LFM
LRDIMM
LSB
MSB
MRC
MTBF
NAT
NMI
NTB
OEM
OCP*
OR
PCH
PCI
PCB
PCle*
PHM
PMem
PMM
POST
PSU
QR
164

Advanced Configuration and Power Interface
American Society of Heating, Refrigerating and Air-Conditioning Engineers
BIOS Boot Specification

Baseboard Management Controller

Basic Input/Output System

Complementary Metal-oxide-semiconductor
Central Processing Unit

Double Data Rate 4th edition

Dual In-line Memory Module

DIMMs per Channel

Front Panel

Fault Resilient Boot

Field Replaceable Unit

General Purpose Graphic Processing Unit
General Purpose Input/Qutput

Graphical User Interface

Inter-integrated Circuit bus

Integrated Memory Controller

Intel Product Code

Intelligent Platform Management Interface
International Safe Transit Association

Light Emitting Diode

Linear Feet per Minute — Airflow measurement
Load Reduced DIMM

Least Significant Bit

Most Significant Bit

Memory Reference Code

Mean Time Between Failure

Network Address Translation

Non-maskable Interrupt

Non-Transparent Bridge

Original Equipment Manufacturer

Open Compute Project*

Oct Rank

Peripheral Controller Hub

Peripheral Component Interconnect

Printed Circuit Board

Peripheral Component Interconnect Express*
Processor Heat sink Module

Permanent Memory

Persistent Memory Module

Power-on Self-Test

Power Supply Unit

Quad Rank
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Term Definition
RAID Redundant Array of Independent Disks
RAM Random Access Memory
RDIMM Registered DIMM
RMFBU RAID Maintenance Free Backup Unit
ROC RAID On Chip
SAS Serial Attached SCSI
SATA Serial Advanced Technology Attachment
SEL System Event Log
SCA Single Connector Attachment
SCSI Small Computer System Interface
SDR Sensor Data Record
SFF Small Form Factor
SMBus System Management Bus
SR Single Rank
SSD Solid State Device
TDP Thermal Design Power
Intel® UPI Intel® Ultra Path Interconnect
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